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Wind energy has come of age [2]. As the industry is approaching maturity, the market is shifting from

heavily subsidised technology demonstration plant to capital-driven shareholder value, for the industry

themselves as well as for the customers. At the same time, the liberalisation of the electricity markets

across the OECD has changed the market structure. Instead of the rather clear-cut situation of large

vertically integrated utilities with a guaranteed local monopoly, many new players emerge to populate

the market.

New players are the independent power producers (IPPs). They also existed in the regulated era, but in

those days, IPPs were typically large-scale industry with their own power production facilities, selling

surplus electricity with long-term contracts to the regional utility. Now, everyone (in principle) can sell

power on the market, to market price conditions. This leads to return-of-investment driven decisions to

enter the market as a power producer. To get a reasonable return of investment, knowledge about the

market price per kWh attainable is of paramount importance. For IPPs using gas turbines the price

during the highest load period is the most important, as this is the main factor entering the economic

decision. For investors in a wind farm the average price will be an important factor, or, having multi-

year average time series of both price development and wind power production, the price at every hour

weighted with the production at this hour. However, the market mechanism is split in two. One is the

spot marketa, where the price fixing for the next day happens at noon the day before. The other market is

the balance market, where power can be traded on shorter time scales, in case that traders cannot fulfil

their obligations. This could be due to a failure of their power plant, or due to an inaccurate prediction

of the wind. Typically, the price on the balance market is less than the price on the spot market.

Therefore, it is of high importance to predict the wind on this horizon. Wind power prediction for 37

hours ahead is far from trivial, but can be done to a certain extent using numerical weather prediction

models. The improvement of this technique by using recursive model output statistics will be the topic

of chapter 4.

Since the wind is only partly correlated on large distances, it is desirable to combine the generation of

many farms distributed over a large area to decrease the variability of the wind power supply. Note that

it is not necessarily the IPP that should be running many wind farms in many countries: the reliability

benefit can be reaped even better by another new player in the market, the power broker. Their job is to

buy and sell power produced by others on the market. An important subspecies is the green power

broker. Trying to match the demand at every hour with the supply is less difficult if the supply is less

variable. Also, since the forecast errors are even less correlated than the wind power itself, buying from

distributed wind power generators leads to better predictability of the resource on the time scale of the

spot market, therefore enabling higher prices. The area and mean spread needed to heighten the firm

capacity of wind energy will be assessed in chapter 6.

                                                
a The terminology and the details are from NordPool. However, other European electricity exchanges are likely to be built

similarly.
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This market set-up does not lead in itself to a stable supply to the customers. Therefore, for every area

there exists a system operator responsible for keeping generation balanced with the demand. Often, this

will be the remnant of the old utility, running their existing power plants and doing the scheduling of

power plants. It is they, who, at high penetrations of renewable energy, are interested in the output of

these plants for the next 8 hours, the time it takes to get a new power plant on-line. As long as

penetration and hence, the resulting uncertainty of the renewable supply was in the same ballpark as the

uncertainty of the load, conventional scheduling techniques were sufficient. However, since in some

areas wind energy delivers 20% or more of the electricity demand (HJ Navarra in northern Spain, the

Jutland part of Denmark or the German land of Schleswig-Holstein)a, the minimum load can at some

times be covered solely from wind energy. Luckily, all Europe is interconnected, so that a higher wind

energy production in one region can supplant fossil fuels in another.

The lower variability of wind energy on the European scale has another benefit. Since wind energy is

strong especially during winter, in the period with the highest demand, it can replace fossil fuel power

plants without affecting the loss-of-load probability. The extent to which this is possible is called the

capacity credit of wind energy. Some critics believe that the capacity credit assessment for wind energy

has been made obsolete with the liberalisation of the electricity markets [3,4]. However, even when

money is the only factor deciding whether to build a new power plant, the investor should be interested

to know whether the investment can earn capacity payments for providing firm capacity or not. Equally,

since (as we will see later) the capacity credit of wind power decreases and the amount of discarded

wind energy increases with installed wind power, an investor would want to know where on the curve

he or she is when making the investment in additional wind power. Therefore, the amount of fossil fuel

plant replaced by wind energy is assessed on the European scale in chapter 7. Since only one year of

wind data was available, the analysis of chapter 7 was set in a long-term context using 34 years of

reanalysis data in chapter 8.

                                                
a The development obviously went faster than the utilities thought. From a German utility assessment on wind energy, 1982:

"In the opinion of FRG utilities any discussion on high penetration of wind energy (p>=0.05 of a regional grid) is of no

relevance for the foreseeable future; their projection results in an upper bound of a 2.5% contribution of wind energy to the

electric energy generation in the year 2000." And: "Utilities find it hard to conceive that sites for KXQGUHGV of large wind

energy conversion systems can be found and that operating licenses can be obtained under the existing legal and regulatory

restrictions and against the objections of citizens." (emphasis added) [cited after 111]
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2.1.1 General features of NWP models

Numerical Weather Prediction (NWP) is the simulation of atmospheric processes on a computer with

the aim of predicting the future development of the atmosphere based on knowledge of the actual state.

This can be done, since most of the physical processes in the atmosphere are known. For a good

historical overview, see [5].

The actual state is assessed from measurements from synoptic stations all over the world and from

satellites. All this data is used after the data assimilation procedure, which essentially tries to single out

wrong data and fill in the gaps between the stations (HJ over the oceans). Since the quality of the model

can only be as good as the description of the initial state, the data assimilation procedure is a rather

important step. Unfortunately, there are large areas of the globe where the density of high quality

observations is sparse, with no alleviation in sight. To some extent, satellite observations can be used to

fill in the blanks, but this is not a universal remedy, since satellites have their own problems. Their

advantage is to have a common tool for the observation of weather phenomena over land and sea, a

problem is that the observations do include few variables, and some of them only come from over the

clouds. However, some additional variables can be estimated from the data available.

From this initial description of the state of the atmosphere, the model calculates the future development.

The mathematical formulation leads to a system of non-linear partial differential equations that has no

analytical solution. However, a numerical solution can be calculated. For reasons of numerical stability,

a solution has to be calculated for every small time step in a grid spanning the model domain with the

state variables being calculated at every grid point. Typically, about 20-30 variables are used. The

maximum time step possible for a stable solution is dependent on the spatial distance of the grid points

and the numerical solver used.

With current computing power, grids of down to a few kilometres spatial distance between the points

are possible. Even on this scale some of the atmospheric processes cannot be resolved, like localised

thermally induced thunderstorms, draughts through valleys, wind overspeeding over small hills, and all

the local influences like buildings, shelter belts, rows of trees and so on. With tricks like the nesting of

grids, even better resolutions down to a 100 m are possible, but then only for selected focal points [6].

Some of the atmospheric processes are on length and time scales that will hardly ever be successfully

resolved with computational means, like turbulence or the building of precipitation particles. These

quantities have to be accounted for by parameterisation at every grid point. Since the parameterised

quantities influence the directly calculated quantities, the quality of the forecast is subject to drift with

imperfect parameterisations.

Using NWPs the forecast length is still limited nowadays by the calculating power your local

meteorological institute has available. In most places 48 hours is currently a typical forecast length for

the operational model. However, at the time of our data retrieval it was 36 hours. Many institutes also

have coarser models with forecast horizons up to 144 hours.
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One theoretical estimate limits the predictability of the weather by NWPs to about 72 hours; this

demands, however, that the model domain is global [7]. Lorenz [8] predicts a total divergence of

weather patterns from virtually identical starting points after 14-20 daysa, using chaos theory. Using

ensemble forecasts, this limit can be extended somewhat, since the ensemble members have some of the

possible variation already built in [5].

2.1.2 HIRLAM

The NWP model used mostly in this study is the Danish version of a team effort of the Scandinavian

countries, the Netherlands, Ireland and Spain. The HIgh Resolution Limited Area Model (HIRLAM)

consists of four submodels using the identical mathematical core, each covering a part of the total

domain in various resolutions [9]. The furthest out is HIRLAM-G, which covers an area with

cornerpoints in Siberia, California, the Caribbean and Egypt, hence a good share of the Northern

Hemisphere. This model is the coarsest, with a horizontal resolution of 48 km and a time step of 240 s.

                                                
a Nonetheless, the European Centre for Medium Range Weather Forecasts (ECMWF) tries to do seasonal forecasts. This can

be done due to the slower time scale of the ocean, which increases predictability to up to 6 months ahead.

)LJXUH����7KH�RSHUDWLRQDO�VHWXS�RI�WKH�+,5/$0�PRGHO�
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The boundary conditions for this model stem from the global ECMWF model [10], which is run twice a

day and gives boundary conditions with a 6 hour time step. This model, like the HIRLAM models, has

31 vertical levels. The HIRLAM-G hands over the boundary conditions to two models with a 16km

horizontal resolution and 90s time step, one (N) covering Greenland, the other (E) covering Europe.

HIRLAM-E is then used to provide the boundary conditions to the model used here, HIRLAM-D, which

covers Denmark and parts of northern Germany, western Sweden and southern Norway with a

resolution of 5.5 km, with a 30 s time step. The DMI provided us every 12 hours with forecasts in three-

hourly time steps for up to 36 hours ahead. These were interpolated from the nearest grid points of the

HIRLAM-D to the locations of the farms. The actual set-up can be found in Figure 1.

2.1.3 Nested Grid Model

The National Weather Service (NWS) in the United States provides the Nested Grid Model, which is

run twice daily at the National Centre for Environmental Protection (NCEP). The data were provided by

the National Centre for Atmospheric Research (NCAR). Among the many models available, the Nested

Grid Model was chosen despite its relatively coarse resolution, since it was the only data set complete

enough for the purpose of the overall task.

The model uses a sigma vertical co-ordinate system. It has 16 vertical levels up to the 25 hPa level, with

resolution comparable to the global spectral model.

The original version of the model included a three-grid configuration. The innermost grid (Grid C) had

the highest horizontal resolution (84 km at 45° N). The largest grid (Grid A) covered the entire Northern

Hemisphere and had the lowest horizontal resolution (336 km). The original three-nested grid

configuration was changed to a two-grid configuration in 1991. Grid C was expanded in all directions to

completely encompass the domain of the original Grid B and extend beyond the North Pole. Grid B was

expanded to cover the remainder of the hemispheric domain, rendering Grid A unnecessary. The grid

spacing is quite large, ranging from 137 km at 20 degrees latitude to 204 km at 90 degrees latitude. At

40 degrees latitude, the distance is 153 km. Forecasts from the 0000 and 1200 UTC cycles are available

in gridded form in 6-hour intervals out to 48 hours.

The Nested Grid Model will be dropped from the NCEP production suite when the AVN MOS is

developed. The model may be used as a possible component of the short-range ensemble forecasting

system.

Nested Grid Model data application of the Risø model to the wind speed and power data bases which

were available required access to historical numerical weather prediction data. The data period for the

meteorological data from Iowa was June 1994 to April 1997. The data for a 9 x 18 grid encompassing

an area from the North Central US to Southern Texas included U- and V-component of the wind at 950,

850, and 700mb, as well as the U- and V-component at 10 meters above ground level. The period of

record was January 1, 1994 to March 31, 1996.
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2.2.1 WAsP

The Wind Atlas Application and Analysis Program WAsP [11] has been developed at Risø National

Laboratory for the European Wind Atlas [12]. Usually it is used for resource assessment in flat to

medium complex terrain, to translate meteorological measurements from one site to another one in the

vicinity, taking the local terrain, the local roughness and obstacles around the meteorological site into

account. The idea of WAsP is to clean the measurements of local effects, to obtain a wind climate that is

representative for the region around the met station, and reintroduce the local effects of the site in

question. This is done with three submodels: One describing the effects of hills and other orography

features, one describing the effects of different roughnesses on the wind, and a third one describing

shelter effects behind obstacles. The resulting wind atlas is described as a set of Weibull $: and N:
parameters for each sector (see the Appendix for an explanation of the Weibull distribution). Hence,

wind speed distributions not fitting Weibull statistics are not well suited for a WAsP analysis. Typically,

these occur when a large fraction of the wind comes from driving forces other than the pressure gradient

field of the atmosphere, such as thermally induced winds. In addition, the stability treatment of the

atmospheric flow is rather generic.

The model for the orography goes back to Jackson and Hunt [13], but has since been updated by several

others [14,15,16,17]. Troen and Petersen [18] then moulded it into its current form within their work on

the European Wind Atlas. The main feature modelled is the speed-up on top of a hill and the

corresponding deceleration in the valley. This special model is based on potential flow, which means

that the equations depend on a potential only. This also means that the model does not consider flow

separation. Although theoretically well understood [19@��WKH�IORZ�VHSDUDWLRQ�GHVFULEHG�LQ�WKH�.� �WKHRU\

is numerically more expensive. Therefore, it was chosen to use the simple model. With gentle terrain,

flow separation does not occur. The definition of gentle terrain used to describe the operational envelope

of WAsP is embodied in the Ruggedness IndeX RIX [20,21]. According to Wood [22], the onset of

flow separation is at a slope of 0.3. Hence, the fraction of the surrounding terrain with a slope higher

than this critical slope is defined as the RIX. Pairs of stations in areas with similar RIX usually give

good resource estimates, since the errors introduced by the orography model are cancelling each other to

a certain extent. For stations in areas with different RIX, the error scales linearly with the difference in

RIX value.

The roughness model of WAsP is used to generate one effective roughness per sector at a given height,

typically the hub height of the turbine. The concept of roughness is linked to the surface stress of the

wind, where the wind over a smooth surface is decelerated differently than over a rough surface. At a

roughness change, the surface stress changes abruptly, and this change propagates upwardly as the wind

moves past the change line. An internal boundary layer develops, where the wind above has not yet seen

the effect of the change, while the wind below is already completely in equilibrium. Within the internal

boundary layer, a superposition of both effects is taking place. After about 10km, the wind has reached a

new equilibrium with the surrounding roughness. For distances from the turbine shorter than this, WAsP

takes all roughness changes subsequently into account, according to the theories of Rao HW�DO [23] and

the measurements of Sempreviva HW�DO [24]. The resulting average roughness is strictly valid for the hub
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height only, but since the roughness in most landscapes typical for a wind farm does not vary much, the

roughness is representative also for other heights. This is not true for sites close to seashore. There, the

roughness change is rather pronounced.

The obstacle model of WAsP was not used here, since for any reasonable wind farm there should be no

obstacles nearby. Also the meteorological stations used did not have any obstacles nearby.

WAsP compares favourably to similar models, even in difficult terrain [25]. Two recent studies

ascertained the accuracy of WAsP in real world situations: Krieg [26] showed that for most wind farms

in Sweden the calculated and measured yearly production differed by not more than ±15%. However, it

was deemed important to normalise the calculated yearly production to a standard year, since the

deviations from the long-term mean wind power output even for 5-yearly means reached over 20%.

Mortensen [27] used a derivative of the WAsP methodology for all of Denmark and compared the

results to measured production data. More than 80% of all turbines were within 10% of the calculated

production.

2.2.2 PARK

The PARK program [28] takes the reduction in wind speed behind the turbines due to wake effects into

account. It is therefore used to establish a mean efficiency for any of the turbines in the wind farm. The

underlying theory was developed by Jensen [29] and states that the wake spreads linearly behind the

turbine. The only parameters going into the model are the initial velocity deficit at the start, and the

wake decay constant describing the expansion of the wake. The necessary input for the program is

therefore the coordinates of the turbines, the power and thrust curves, the hub height and rotor diameter

and meteorological data for the site. The program is limited to wind farms consisting of identical

turbines, which in this case was no limitation. The limitation to inter-turbine distances of more than 4

rotor diameters was no problem here, either. The output is one number per sector, giving the efficiency

of the wind farm. A comparison of PARK with similar programs has been done by Waldl [30].

���� 6KRUW�7HUP�)RUHFDVWLQJ

In the world of short-term forecasting of wind power, three model families can be distinguished

according to their input data. One has just the local measurements available, and uses time series

analysis techniques with statistical models or neural networks. Another suite of prediction models uses

input from NWPs, since for the horizons interesting to utilities persistence and related models do not

work well. Finally, the obvious choice for an all-encompassing model is to include both measurements

and NWPs. The following section will provide an overview of these approaches.

2.3.1 Persistence and similar models

One of the easiest prediction models (only second to predicting the mean value for all times) is the

persistence model, also called the naïve predictor). In this model, the forecast for all times ahead is set

to the value now. Hence, by definition the error for zero time steps ahead is zero. For short prediction

horizons (e.g., a few minutes or hours), this model is the benchmark all other prediction models have to

beat. This is because the time scales in the atmosphere are in the order of days (at least here in Europe).

It takes about one to three days for a low-pressure system to cross the continent. Since the pressure
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systems are the driving force for the wind, the rest of the atmosphere has time scales of that order. High-

pressure systems can be more stationary, but these are typically not associated with high winds, and

therefore not so important in this respect. To predict much better than persistence using the same input,

that is, online measurements of the predictand, is only possible with some effort.

Bossanyi [31] used a Kalman Filter with the last 6 values as input and got up to 10% improvement in

the RMS error over persistence for 1-min averaged data for the prediction of the next time step. This

improvement decreased for longer averages, and disappeared completely for 1-hourly averages.

A similar approach is currently used in Wilhelmshaven [32] for the estimation of the wind with the aim

of flicker reduction. Vihriälä [33] uses a Kalman filter for the control of a variable speed wind turbine.

Dambrosio and Fortunato [34] used a one-step-ahead adaptive control by means of a recursive least

squares algorithm for the electrical part of the turbine. They show a fast and reliable response to a step

in the wind.

Nogaret HW� DO [35] reported that for the control system of a medium size island system, persistent

forecasting is best with an average of the last 2 or 3 values, i.e. 20-30 minutes.

Tantareanu [36] found that ARMA models can perform up to 30% better than persistence for 3-10 steps

ahead in 4-sec averages of 2.5Hz-sampled data.

Dutton HW�DO [37] used a linear autoregressive model and an adaptive fuzzy logic based model for the

cases of Crete and Shetland. They found minor improvements over persistence for a forecasting horizon

of 2 hours, but up to 20% in RMS error improvement for 8 hours horizon. However, for longer

horizons, the 95% confidence band contained most of the likely wind speed values, and therefore a

meteorological-based approach was deemed more promising on this time scale.

In the same team, Kariniotakis HW�DO [38, 39] were testing various methods of forecasting for the Greek

island of Crete. These included adaptive linear models, adaptive fuzzy logic models and wavelet based

models.

2.3.2 Neural networks

Another possibility to use just the input from online measurements is to use artificial neural networks.

Most groups in the field have used them, but despite their scientific merits in improvements over plain

persistence, they did not catch on. The improvements attainable were usually deemed not enough to

warrant the extra effort in training the neural networks. Actually, as we will see in chapter 4.2, most of

the improvements found for the persistence-derived methods as well as for the neural networks can be

explained fairly easily with the inclusion of a running mean.

Beyer HW�DO [40] found improvements in RMS error for next-step forecasting of either 1-min or 10-min

averages to be in the range of 10% over persistence. This improvement was achieved with a rather

simple topology, while more complex neural network structures did not improve the results further. A

limitation was found in extreme events that were not contained in the data set used to train the neural

network.

Tande and Landberg [41] examined 10s forecasts for the 1s average output of a wind turbine and found

that the neural networks did perform only marginally better than persistence.

Alexiadis HW�DO [42] used the differences of wind speeds from their moving averages (differenced pattern

method) and found this technique to be superior to the wind speed normally used as input. They



9

achieved improvements of up to 13% over persistence, while for the same time series the standard

neural network approach yielded only 9.5% improvement.

Bechrakis and Sparis [43] used neural networks to utilise information from the upwind direction. Their

paper does not give any numbers on the increase over persistence, since their aim is to predict the

resource rather than to do short-term prediction.

2.3.3 The Risø Model

Landberg [44] developed a short-term prediction model based on physical reasoning similar to the

methodology developed for the European Wind Atlas [12]. The idea is to use the wind speed and

direction from a NWP, then transform this wind to the local site, then to use the power curve and finally

to modify this with the park efficiency. This general idea is shown in Figure 2. Note that the statistical

improvement module MOS can either set in before the transformation to the local wind, or before the

transformation to power, or at the end of the model chain trying to change the power. A combination of

all these is also possible. Landberg used the Danish or Risø version for all the parts in the model: the

HIRLAM model of the DMI as NWP input, the WAsP model from Risø to convert the wind to the local

conditions and the Risø PARK model to account for the lower output in a wind park due to wake

effects. Two general possibilities for the transformation of the HIRLAM wind to the local conditions

exist: the wind could be from one of the higher levels in the atmosphere, and hence be treated as a

geostrophic wind, or the wind could be the NWPs offering for the wind in 10m a.g.l. Usually this wind

will not be very accurately tailored to the local conditions, but will be a rather general wind over an

average roughness representative for the area modelled at the grid point. In the NWP, even orography on

a scale smaller than the spatial resolution of the model is frequently parameterised as roughness. If the

wind from the upper level is used, the procedure is as follows: from the geostrophic wind and the local

roughness, the friction velocity u* is calculated using the geostrophic drag law (see Appendix). This is

then used in the logarithmic height profile, again together with the local roughness. If the wind is

already the 10m-wind, then the logarithmic profile can be used directly.

The site assessment regarding roughness is done as input for WAsP. There, either a roughness rose or a

roughness map is needed. From this, WAsP determines an average roughness at hub height. This is the

roughness used in the geostrophic drag law or the logarithmic profile.a In his original work, Landberg

[45] determined the ideal HIRLAM level to be modelling level 27, since this gave the best results.

However, the DMI changed the operational HIRLAM model in June 1998, and Joensen HW�DO [46] found

that after the change the 10m-wind was much better than the winds from the higher levels. So in the last

iterations of the Risø model, the 10m-wind is used. Since the results here are mostly concerned about

the value of MOS to the results, and since the errors associated with these two approaches are

qualitatively similar, both were used in the course of this work.

                                                
a In Oldenburg, the geostrophic profile is used in conjunction with the roughness used by the NWP, not the mesoscale

roughness.
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The model runs operatively and is currently used in the dispatch centre of SEAS and Elkraft, the utilities

for Sjælland. However, it lacks an upscaling model to relate the wind farm predictions to the output of

the whole region.

2.3.4 Other models

The model with the longest operational use with an actual utility is the Wind Power Prediction Tool

(WPPT) of the Institute of Mathematical Modelling (IMM) of the Danish Technical University (DTU).

The WPPT has been used since July 1994 in the control rooms of Elsam and Eltra, the systems

operators in the Jutland/Funen area of Denmark. In the beginning, it only used online measurements of

wind speed and total production from seven selected wind farms, which were deemed to be

representative of the area they are located in [47]. A data-cleaning module was developed, as was a

rudimentary upscaling model. They used adaptive recursive least squares estimation with exponential

forgetting in a multi-step set-up to predict from 0.5 up to 36 hours ahead. However, due to the lack of

quality in the results for the higher prediction horizons, the forecasts were only used operationally up to

12 hours ahead. In a later version, HIRLAM forecasts were added [48], which allowed the range of

useful forecasts to be extended to 39 hours ahead. This version is successfully in operation at Elsam

now [49].

A rather similar approach to the Risø model was developed at the University of Oldenburg [50,51]. The

main difference here is the use of the Deutschlandmodell of the German Weather Service DWD instead

of HIRLAM. A good overview over the parameters and models influencing the result of a

meteorological short-term forecasting system has been given by Mönnich [50]. He found that the most

important of the various submodels being used is the model for the atmospheric stability. The

submodels for orography and roughness were not always able to improve the results. The use of Model

Output Statistics was deemed very useful. However, since the NWP model changed frequently, the use

of a recursive technique was recommended. A large influence was found regarding the power curve. The

theoretical power curve given by the manufacturer and the power curve found from data could be rather

different. Actually, even the power curve estimated from data from different years could show strong
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differences. The latter might be due to a complete overhaul of the turbine. The largest influence on the

error was deemed to come from the NWP model itself. Since the correlation between forecast errors

were rather weak with distance, the forecasts for a region were much more accurate than the forecast for

single wind farms.

EWind is an US-American model by TrueWind, Inc [52]. Instead of using a once-and-for-all

parameterisation for the local effects, like the Risø approach does with WAsP, they run the ForeWind

numerical weather model as a meso-scale model using boundary conditions from a regional weather

model. This way, more physical processes are captured, and the prediction can be tailored better to the

local site. Nonetheless, they use adaptive statistics to iron out the last systematic errors. Their forecast

horizon is 48 hours. They just published a 50% improvement in RMSE over persistence in the 12-36

hour range[53].

Vitec AB from Sweden is working on a model based on meteorological forecasts from the Swedish

Meteorological and Hydrological Institute SMHI. So far, nothing is published [54].

In a similar setup to the Risø model, just with a different target, Jacobs [55] uses a Kalman Filter to

forecast road surface temperatures in the Netherlands based on the 2m temperatures of the HIRLAM

model of the Royal Dutch Meteorological Institute (KNMI).

Martin HW�DO [56] started to develop a prediction tool for the rather special case of Tarifa/Spain. Due to

the unique situation of the wind farms at the Strait of Gibraltar, they could predict the power output

from pressure differences between the measurements at Jerez and Malaga airports (west and east of

Gibraltar), with the additional use of the Spanish HIRLAM. However, since the utilities felt at that time

that 48 hours of forecasts would not be useful enough, the project was stopped half-way through [57].

Papke HW�DO [58] used a data assimilation technique together with three models to get a forecast of about

1 hour for the wind fed into the Schleswag grid in the German land of Schleswig-Holstein. These three

models were a statistical model, analysing the trend of the last three hours, a translatorical model which

moved a measured weather situation over the utility's area, and a meteorological model based on very

simple pressure difference calculations. No accuracy was given. The translatorical model developed into

the Pelwin system [59]. On a time scale of one hour, the weather fronts coming over the North Sea to

Schleswig-Holstein are predicted to predict high negative gradients due to the shutdown of wind

turbines.

Another translatorical model was proposed by Alexiadis HW� DO [42], which uses a cleaning of local

influence much like the methodology used in the European Wind Atlas. The Spatial Correlation

Predictor avoids the drawback of the usual constant delay method and shows improvements over the

latter of up to 30% and more.

���� 0RGHO�2XWSXW�6WDWLVWLFV

In any model, especially the mathematically comparatively simple forecasting modela of Risø [60,61],

systematic errors can occur. This can be due to a wrong roughness assessment, not modelling the effects

of atmospheric stability (WAsP uses an average stability, while in reality the actual stability influences

                                                
a That is, the operational model. The WAsP calculations are more complex, but are done only once.
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the scale-up from the 10m-wind to hub height), not modelling the effects of complex terrain, or because

the resolution of the NWP calculates the output for grid points in the area of the farm that are

qualitatively different. All these effects can lead to more or less complex relations between model

output and measurements. In many cases, a simple linear relationship can be established, since the

scatter (LH the model error) is quite pronounced. Hence, even a simple output filter for the model output

can enhance the results significantly. This approach is called Model Output Statistics (MOS) [62].

Generally speaking, there are three things to be considered when using MOS:

• the mathematical relationship between measurements and model output,

• the way in which MOS is implemented, and

• the quality function used.

The relationship between model output and measurements can be very simple or very complex. If there

is knowledge available on the mechanisms leading to model errors, this knowledge can be used to

parameterise the MOS. However, if this knowledge is not available, a simple linear relationship will in

many cases lead to gains in precision. This is also the case if the error mechanisms are too complex and

present too many degrees of freedom to be successfully fitted with the data available. Connected to this

is the question of whether the MOS should be a part of the modelling process or whether it should be an

"end-of-pipe"-technology. In our case it might be better to use MOS on the wind speed (which is an

intermediate result) than on the power output.

The way in which MOS is implemented is primarily the decision whether to use static or recursive

MOS. With a static implementation, the model parameters are estimated once from older data and then

remain fixed. This has the advantage of being very simple and computationally inexpensive. The

drawback is that one needs a certain minimum of data to estimate the parameters with reasonable

accuracy. Landberg [44] has estimated this to be about 4 months worth of data, which might not be

available when setting up the model for a new customer. Another drawback is that varying sets of

parameters are not accounted for. There can be many reasons for variations in the parameters, some of

which could be parameterised themselves, HJ the daily or seasonal variation of the wind speed.

However, this parameterisation for the seasonal variation ideally needs a long-term data set, spanning at

least a few years to be usable. Another change in the parameters can be introduced by changes in the

NWP. As has been pointed out in chapter 2.3.3, the HIRLAM model changed in June 1998, rendering

all previous MOS parameters uselessa. To cover for these effects, a recursive model can be used.

Recursive means that the parameters are estimated online every time a new model output/measurement

pair comes in. Recursive model implementations usually have two steps, one in which the new forecast

is produced, and another where the set of parameters is updated. Both steps are independent of each

other, since the last estimated set of parameters is always saved. Recursive MOS implementations

usually take only a certain number of previous data into account. In order to not run through previous

data all over again, the information about past values is stored in a continuously updated covariance (or

                                                
a A good visualisation of the effect of a change of model came from in climate modelling. There, the average temperature

over the ocean jumped quite significantly for no apparent reason. This was later attributed to a model change. This was one

of the main reasons to start the reanalysis projects.
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similar) matrix. The amount of previous data used is described explicitly in some implementations by a

forgetting factor, which is a measure for the effective number of previous data points used for the

update. This could also described as the stiffness of the filter - using many previous data points leads to

slowly varying parameters, while using only few data points leads to quick variations of the parameters.

The quality function used is of importance for the implementation as well as for the mathematical

model. The most common quality function is the Root Mean Square Error (RMSE) (see Appendix for

an explanation and formulae of all error functions). Other functions that could be used are the Mean

Error (ME), the Mean Absolute Error (MAE), or the skill score. The use of the MAE as a quality

function is mainly due to the fact that the overall usability of the forecasts depends more on the general

proximity of the forecast to the data than on a few outliers, which are heavily weighted by the RMS. In

fact, the monetary penalty for wrong predictions is likely to be directly dependent on the magnitude of

the forecast error, since the producer has to make up for the underpredictions by selling the surplus

energy rather cheaply on the balance market. This will earn much less than could be achieved on the

spot market. In the case of overprediction, the wind farmer has to buy additional kWh. Assuming that

the prediction error is not large enough to change the price level on these markets, the financial penalty

will only be dependent on the magnitude of the error. That is the reason for the choice of MAE as a

quality function. Note that the ME cannot be reasonably used as a quality function since it does not

contain information about the overall magnitude of the errors.

These error measures work well when used for the same farm and the same time series. Farms with

differently variable time series are not that easy to compare. For this reason the skill score was

developed, which takes the different variability of the time series into account. In this way, different

results can be compared against each other, without having to worry about the properties of the different

time series.

Among the most important forecasts are the forecasts of sudden and pronounced changes, like a storm

front passing the utility’s area. To develop a measure for the quality of these forecasts is very difficult,

however, and the best way to get a feeling for the quality of the forecasts is visual inspection of the data

set [HJ 63]. Other uses of short-term prediction, related to storms, are the possibility of scheduling

maintenance after or during a storm, as has happened in Denmark during the hurricane in Dec 1999. The

same applies for maintenance on offshore wind farms, where the sea might be too rough to safely access

the turbines.

���� .DOPDQ�)LOWHU���([WHQGHG�.DOPDQ�)LOWHU

The Kalman Filter is an implementation, LH, it is the way of applying MOS. The most straightforward

way to do this is a least squares fit to your data set, yielding the best possible set of parameters for the

model - that is, a set reducing the RMSE to its minimum. Another, more complex, way to find

parameters with a merit function different from the RMSE is the use of an optimising method like the

ones described in the following section. This has been used extensively in this analysis, due to the

possibility of optimising for either RMSE or MAE and the ease of use for optimisation of the Kalman

parameters as well.

The Kalman Filter (KF) [64] is a recursive method of implementation. This means that the parameters

used in the statistical model do not have to be fixed, but are calculated again newly for each data point
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based on the previous data points and the accuracy of the last forecast. Hence, it will adapt the

parameters smoothly, should they change over the dataset. The Kalman Filter itself is a linear

implementation, which means that only relationships linear in the parameters can be modelled with the

standard KF.

In the Kalman Filter, the system is described by the following equations:

The system equation:

TL��� �+L�TL���QL

and the observation equation:

\L� �)L�TL���PL .

The symbols refer to the following quantities: the current state is described by the state vector TL, its

covariance matrix 6L, the system noise QL, and the system noise covariance :L. The measurement is

described by the observation vector \L, the measurement noise PL, and the measurement noise covariance

9L. +L is the matrix relating the state at time step L to the state at time step L��, in the absence of either a

driving function of process noise. Since we do not assume any systematic drift of the model parameters

T, + is unity in our application. )L is the matrix relating the state to the measurements. In our case, this

is where the HIRLAM predictions come into play.

The prediction algorithm consists of two steps,

the prediction of states:

TL_L��� �+L���TL�� ,

and the prediction of the covariance matrix of states:

6L_L��� �+L���6L���+L��
7���:L���.

Independently of that, but usually in the same loop, the internal parameters of the KF are updated:

A new Kalman gain matrix .L is calculated:

.L� �6L_L���)L
7���)L�6L_L���)L

7��9L�

The state vector estimation is updated:

TL� �TL_L�����.L�\L���)L�TL_L���

The covariance matrix of states is updated:

6L� ����.L�)L��6L_L��

A central point is the Kalman gain matrix, which can be written as:

.L� �6L�)L
7���9L�

Thus, the gain matrix is proportional to the uncertainty in the estimate and inversely proportional to that

in the measurement. The Kalman gain matrix is a weighting factor to bring the KF state estimate back

on track when errors occur. If the measurement is uncertain while the state estimate is relatively precise,

then the residual stems mainly from noise, and the correction of the state estimate should be small. If on

the other hand the uncertainty in the measurement is small and that in the state estimate is large, then the

���

���

���

���

���

���

���

���
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residual is based on real deviations of the state estimate from the measurements and the state estimate

should be corrected strongly accordingly. The Kalman gain matrix, and hence the relative uncertainties

in the system noise and the measurement noise, determines the "stiffness" of the filter. Since the system

and measurement noise in my study are seen as parameters, the stiffness is determined externally. The

noise terms and hence, the stiffness are open to optimisation. These terms also define a maximum step

width (in conjunction with the given scatter of the time series to be analysed).

The initialisation of the KF is rather simple, since the initial parameters should not have a great

influence on the final estimate, once the KF is in equilibrium.

6�� �9���;�and�T�� �(>T�@�.

The standard KF can only cope with dependencies that are linear in the parameters. To expand the

operational envelope of the KF, the Extended Kalman Filter (EKF) can be used for models that are non-

linear in the parameters. This filter uses for the internal adjustment a linearisation around the current

point in the parameter space. Therefore, it also can be used to adjust the wind before applying the (non-

linear) power curve to it. The linearisation however requires a fairly smooth function to work with.a

EKF System equation:

TL��� �+�TL����QL�.

EKF Observation equation:

\L� �)�TL����PL�.

This equation will be filled later with the models 1-5 described in section 4.3.

Since the prediction and update steps are very much along the lines of the standard KF, except for the

inclusion of a linearisation step, the equations will not be shown here.

���� 2SWLPLVDWLRQ��'RZQKLOO�6LPSOH[��*HQHWLF�$OJRULWKPV

The aim of an optimisation routine is to find the set of parameters for which the quality function reaches

the minimum. This function to be analysed can be rather complex, but as long as it depends linearly on

the parameters, a Least Squares Fit of the data will yield the set with the minimum RMSE. However, for

the other quality functions and other algorithms a proper optimisation must be used.

Two rather different methods have been chosen here for the optimisation: the Downhill Simplex

algorithm by Nelder and Mead [65, very well explained in 66], and a genetic algorithm [67].

The downhill simplex is also called Amoeba [68], due to its creature-like behaviour. It is to be thought

of as the (N+1) points in the N dimensions of the problem that enclose an N-dimensional volume. In 2

dimensions, this would be a triangle, in three dimensions a tetrahedron etc. The simplex can contract or

expand, and can move by mirroring points on its own surfaces. This mirroring is done for the point with

the least merit, therefore the simplex is moving towards a minimum. The starting simplex has to be set

                                                
a Since the power curve is smooth enough to satisfy the requirements, the linearisation was not a problem. This drawback can

be overcome by the use of a more recent technique, the Unscented Filter: Julier, S.J., and J.K. Uhlmann, $�*HQHUDO�0HWKRG

IRU� $SSUR[LPDWLQJ� 1RQOLQHDU� 7UDQVIRUPDWLRQV� RI� 3UREDELOLW\� 'LVWULEXWLRQV, Internet Publication:

KWWS���ZZZ�URERWV�R[�DF�XN�aVLMX�ZRUN�SXEOLFDWLRQV��$�BVL]H�8QVFHQWHG�]LS

���

����

����
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according to the expectations of where a minimum should occur, but on reasonably smooth surfaces it

should not matter from which point the algorithm is to start. The big advantage of this algorithm over

other multi-dimensional optimisation algorithms is that there is no need for differentiation, and the

algorithm is so general that setting it up to do some work is relatively straightforward. A disadvantage is

that only part of the parameter space may be analysed, and the simplex can be fooled by a local

minimum. While this holds true for any multi-dimensional minimisation routine, the genetic algorithm

described in the next paragraph does a broader search, albeit with the cost of much more computation.

Genetic Algorithms (GA) make use of the evolutionary theory for finding the optimal or sub-optimal

solution. Just like the downhill simplex they operate directly on the function, without recourse to its

derivatives, they search from the population, but not from a single point, and the fitness function can be

any function of the chromosomes. A chromosome is the coding of a solution to be used together with

the fitness function. This can HJ be a parameter vector using a least squares assessment as a fitness

function. Initially, the GA will randomly generate a set of chromosomes and form a population. This

population will undergo the 3 standard genetic operators: Crossover, Mutation and Selection. The

chromosomes inside the population will become better and better. Finally, the algorithm will terminate

according to the stopping criteria.

���� 1DWLRQDO�*ULG�0RGHO

The assessment of the economic value of wind energy and wind power forecasting is routinely done at

the Rutherford Appleton Laboratory using the National Grid Model (NGM) [69,70]. Detailed

information is needed on the power plants available for dispatch, and the prices for fossil fuel.

Additionally, three time series are needed in the resolution of the model time step: electricity demand on

the whole grid, wind power measurements and possibly wind power forecasts.a This tool has been used

and improved continually over more than ten years [HJ 71].

It works by modelling the scheduling and dispatch of power plant to meet the demand on a large-scale

electricity grid. As such, it is a one-node model, where all generation is done at the dispatch centre, and

all the load is served in one big block from there. This means that transmission losses or bottlenecks are

not an issue for the NGM. However, for most of Europe, where nearly all countries are part of UCPTE,

this is not far from the truth.

In this set-up, the model runs in hourly time steps. At every step, the number of plants needed in the

next hours to cover the predicted demand is scheduled ahead. All power plants are listed in a merit

order, which means that the operators choose the plant with the lowest production cost per kWh first,

and then work their way through the list up to the number of plant which are able to cover the predicted

demand. At this stage, the predicted wind power is treated as negative load. Due to this merit order

approach, wind power replaces the least efficient and probably also most polluting power plants first. To

account for the uncertainty of the demand, the predicted demand is calculated by multiplying the actual

demand with a Gaussian distributed random number with a distribution mean of 1 and a standard

                                                
a Persistence and perfect forecasting are calculated within the program itself.
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deviation of 0.015. This uncertainty is consistent with published deviations for load prediction

algorithms [HJ 72,73,74]. The eight plant types treated in this model can be found in Table 1.

7DEOH����'HWDLOV�RI�WKH�SRZHU�VWDWLRQV�XVHG�LQ�WKH�1*0��OCGT=Open Cycle Gas Turbine,

CCGT=Combined Cycle Gas Turbine, CR&W=Combustible Renewables & Waste.
*: The cost for OCGT is ¼F�N:Kel, all other costs are fuel prices in ¼F�N:Kth.

**: Average lifetime load factor

Type Startup time [h] Cost [¼F�N:K@ Mean efficiency

Nuclear n.a. n.a. 0.70**

Coal 8 0.7294 0.35814

Oil 8 0.9489 0.35755

OCGT 0 8.6245* 0.1987

CCGT 1 1.0204 0.54685

CR&W 8 .8793 0.305

Hydro n.a. n.a. n.a.

Pump storage n.a. n.a. 0.88475

An assumption is made for each type of plant regarding its start-up time: a maximum of eight hours is

assigned to coal- and oil-fired plant, while OCGTs are considered to start up immediately within the

time frame of the model. Obviously, the fraction of OCGTs in the modelled grid strongly influences the

response time of the grid. The eight-hour maximum also limits the time frame for looking ahead - there

is no need to look beyond the maximum start-up time. Nuclear plant is treated as always running with an

output determined by the rated capacity times the lifetime load factor. Some additional details will be

discussed in chapter 7.5. Hydro plant is predominantly (90%) used as base plant with a generation

according to season: in late winter the generation is higher than in late summer. Any shortfalls in load

not covered by the scheduled power plant are met by either fast response plant (pumped hydro or gas

turbines) or through the spinning reserve.

The spinning reserve is thermal plant, which is not being run at full output, but at, say, 95%. The

remaining 5% can be activated very fast if need be. Thermal power plants cannot be operated at less

than 50% load factor. Therefore, this is set as the minimum load factor. The spinning reserve is planned

as a fraction of the predicted load (SR1) as well as a fraction of currently available wind power (SR2).

Both these fractions remain fixed for a model run (typically one year), but are optimised to yield

minimum fossil fuel cost under the condition that no loss-of-load-events (LOLE) occur. The condition

that no LOLE may occur can lead to a rather high SR2 and hence a high overall spinning reserve

requirement. Since power plants can only be dropped from service from one time step to the next in the

model, not all of the wind power production can be accepted into the grid when all running steam plants

are already at the minimum load or all steam plant are shut off and the demand is already covered by

nuclear, hydropower and a fraction of the available wind energy. This means that high values of SR2 at

high penetrations of wind energy can also lead to significant wind power production being discarded.
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This model set-up is then run for added capacities of 0, 1, 2, 3, 5, 10, 20, 30,…100% of wind energy, as

a percentage of the existing plant mix.a This percentage refers to added nameplate wind generating

capacity in relation to the existing conventional power plant capacity. This is slightly different from

penetration, which is the percentage of wind energy in the then bigger grid. Note that the plant mix is

treated as steady state, LH no plant is built or decommissioned during this year.

The optimising can occur in one of two ways: the more often used (since it is numerically more benign)

is to optimise SR1 at 0 additionally built wind energy, and then go through steps with additional wind

energy, keeping SR1 at the found value and optimising for SR2 alone. In this thesis, all graphs refer to

this set-up. The other option is to optimise for SR1, SR2 and one parameter detailing the strategy for the

pump storage plants all at once for all penetrations. However, since the results are very similar to the

ones shown here, and since the optimisation occasionally did not converge properly, these graphs were

omitted.

To assess the influence of wind power forecasting, two different forecasting methods are used: one is

perfect forecasting, and uses the time series as a forecast. The inclusion of this model yields an upper

boundary for the usefulness of wind energy forecasting, as well as for wind power in general. The other

model is persistence, which is quite reasonable, since the maximum forecast horizon needed is 8 hours.

This model sets the lower bound of what is possible with short-term forecasting. Actually, forecasts on

the basis of NWPs alone might fare even worse, since these have significant error for the zero hour

forecast (see HJ Figure 13). Nevertheless, in a real world application it would be very unwise not to use

online measurement data, and hence to get the zero hour prediction error down.

                                                
a Actually, the European plant mix was redefined from its first assumptions in a later stage in the project, but the newly

installed capacities were left untouched. Therefore, the added capacities are multiples of 0.79%, rather than 1%.
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��� 'DWD

���� 'DQLVK�:LQG�'DWD

The data used for the analysis of MOS in chapter 4 was hourly production data from 12 wind farms in

eastern Denmark and the associated three-hourly HIRLAM forecasts. For a detailed analysis, the

Nøjsomhedsodde wind farm on Sjælland was picked. This farm contains 23 Vestas 225-kW-turbines.

The data were recorded from February 1995 to August 1998. Since not all turbines were online at all

times, the recorded data were divided by the number of running turbines and then scaled back to the

number of turbines in the farm, thus giving the behaviour of an "average" turbine representative of the

wind farm.

���� (QJODQG�DQG�:DOHV�:LQG�'DWD

The wind speed data from England and Wales was used for the Kalman Filter results in chapter 4 and

for the sensitivity analysis of the NGM in chapter 5. Eleven sites monitored as potential wind farm sites

were used as supplied by the UK wind farm developer Renewable Energy Systems Ltd. The data from

these sites, which were used for this study, covered the calendar year 1994.

���� &(*%�(QJODQG�DQG�:DOHV�*ULG�'DWD

The database of the England and Wales grid was used for the NGM sensitivity analysis in chapter 5 and

for the European grid described in section 3.7. It covered 109 units with a combined peak capacity of

58593 MW. This includes the connectors to France and Scotland, which were modelled as coal fired

plant. Hourly load profiles were available from 1971 to 1996. The peak load in 1994 was 47266 MW;

the cumulative load amounted to 272.05 TWh.

���� ,RZD�:LQG�'DWD

The NGM sensitivity analysis performed in chapter 5 was mainly performed on data from Iowa. In an

aggressive program to map out the wind resource in the state, the State of Iowa set up a large monitoring

program comprising, amongst other things, of a dozen 50 meter wind monitoring masts throughout the

state. The data of two of these, from Alta and Sibley in the north west corner of the state, not far from

the better known Buffalo Ridge site, was used in this comparison. The data extended from January,

1994 to March, 1996.

���� ,RZD�*ULG�'DWD

The load curve we had for disposal was from a smaller utility within Iowa. An analysis of data available

on the webserver of the MAPP [75] (Mid American Power Pool) made it possible to scale the load

curve up to yield a load curve representative for all Iowa.

The Iowa grid contained 42 power plants with a combined rating of 7351 MW. The

minimum/maximum load in 1995 was 1634/6969 MW, compared to 1564/6172 MW in 1996. The

cumulative demand for both years was 347.48 and 347.35 GWh, respectively. Please note that the load

data sets in the Iowa case refer to calendar years, while for the England and Wales grid they refer to a
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financial year, which runs from April, 1st, to the end of March. Hence, results denoted 88 in this case are

valid for the financial year 1988/89.

���� (XURSHDQ�:LQG�'DWD

The European wind data for the analysis in chapter 6 came from 60 meteorological stations in the

selected countries and is detailed elsewhere [76,77]. The geographical distribution can be found in

Figure 4. The data extended from December 1990 to December 1991. The data quality can be judged

from Figure 5. Most data sets were usable, only 8 had nearly all data points missing. These stations were

also used in the averaging, but not in analyses carried out for single sites (like the crosscorrelation

analysis in chapter 6.1).

Since the time series is only three-hourly, while the NGM needs an hourly time series, the wind speed

was linearly interpolated at every station before applying the power curve. The wind was scaled to a

height of 50m above ground level, using the sector dependent roughnesses from the WAsP analyses

published in [44] in the logarithmic wind profile. In order to calculate the total European wind power

generation from these sites, a European average wind turbine distribution was used. The distribution can

be found in Table 2. The total power curve is shown in Figure 6 and is a superposition of the power

curves of:

)LJXUH� ��� 7KH�PHWHRURORJLFDO� VLWHV� XVHG�� 7KH� EOXH� VTXDUHV� DUH� VWDWLRQV� XVHG� IRU� WKH

VHOHFWLRQ�VHULHV��If the name is missing, it means that too much data was missing to use the

station on its own.
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7DEOH� ��� 2YHUYLHZ� RI� ZLQG� WXUELQHV� XVHG� WR� PRGHO� WKH� (XURSHDQ� ZLQG� WXUELQH

GLVWULEXWLRQ�

1 Vestas V66 1650 kW

1 Avedøre test turbine 1000 kW

2 Micon 750 kW

1 Wind World W-3700 500 kW

1 Windane 34 400 kW

2 Vestas V27 225 kW

2 Danwin 27 225 kW

1 Nordtank 150 kW

The sum is 6100 kW; the average is 554.5 kW. This is adequate since the average among newly

installed turbines in Germany up until October 1998 was 764 kW, while the installed base rated capacity

                                                
a An example can be seen when entering Munich from the north. Here, despite the usually rather poor resource, an Enercon

1.5MW machine was erected on a garbage mound, using a 100m tower. Thereby, the local resource was just about good

enough to warrant an investment.
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)LJXUH����1XPEHU�RI�IXOO� ORDG�KRXUV�DQG�QXPEHU�RI�PLVVLQJ�GDWD�SRLQWV�LQ�WKH�VLQJOH

WLPH� VHULHV��Sites missing more than 2500 points were left out in this graph. Here many

stations are inland and in practice would only see development where local topographical

effects enhance the resource.a
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was 444 kW/unit [78]. Extrapolating these trends, this turbine distribution should be representative for

early 2000.a

Using the superposed power curve for each site, the power output time series was aggregated over

Europe for each hour. A data point was only used if at least 25 sites had a non-missing wind speed value

- otherwise, linear interpolation of the resulting time series was used. This was necessary in 76 cases.

This time series is referred to as ’Average’. In order to measure the effects of time series with higher load

factors, but also higher variability, two additional series were created: the one called ’Selection’ is

averaged over the 25 farms with more than 2000 Full Load Hours (FLH), while the series called ’Malin

Head’ is the single site time series with the most FLH, which came from Malin Head in the Republic of

Ireland, with 3865 FLH.
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)LJXUH����7KH�SRZHU�FXUYH�XVHG�WR�PRGHO�WKH�(XURSHDQ�SRZHU�FXUYH�GLVWULEXWLRQ�

���� (XURSHDQ�*ULG�'DWD

In order to simulate the European grid (see chapter 7), the details of every power station in Europe, the

fuel prices, a full demand time series of the selected countries and the corresponding wind power time

series would be needed. Unfortunately, not all of this was available.

The installed capacity in the selected countries (Austria, Belgium, Denmark, France, Germany, Greece,

Ireland, Italy, The Netherlands, Portugal, Spain, Switzerland, and the United Kingdom) was available

[79], broken down by plant type. Additionally, the full individual power unit details for England/Wales,

Ireland and Portugal were known, as were the details of all European nuclear power stations [80]. In

order to estimate the distribution of the individual power units for the remaining countries, the known

power units were divided into the 8 categories used by the NGM. For each category, the number of units

                                                
a No newer data was available at REISI at the time of writing.
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was scaled up to the appropriate total capacity for the European countries selected. The overall capacity

for all categories is 461.42 GW [79]. However, the available capacity at the day of the highest demand

was only 321.13 GW. Since the National Grid Model does not take scheduled or forced outages into

account, this installed capacity was chosen for the modelling of the whole power plant mix. With the

hydro generation assumptions and the nuclear plant-scheduling algorithm employed by the NGM, the

installed capacity rose therefore to 347.375 GW.

The demand time series were available from France (EDF), England/Wales (CEGB) and Portugal (EdP).

These were scaled in order to fit the overall European load, which was 1603 TWh. Every time series had

a weight of 1/3, as determined by the cumulative load in that period. The Portuguese time series was

actually a time series for 1992. To get it corrected in respect to the distribution of weekdays and

holidays in 1991, whenever possible the more fitting day of the next or previous week was taken. At

some days it was necessary to use the original holiday period (especially the Easter weekend) and do a

slight linear interpolation of the data to make the ends meet with the previous time series.

���� (XURSHDQ�:LQG�'DWD�IURP�5HDQDO\VLV

The reanalysis project is an effort to reanalyse historical meteorological data with state-of-the-art

weather models. The aim here is to create one consistent data set without artificial trends that were

introduced at a model change. The meteorological model used is along the lines of the operational

model described in chapter 2.1.

In the US effort [81], most meteorological observations from 1948 to present day were used to create

one consistent model run, using the same data assimilation procedure and the same meteorological

model throughout. Thereby, one consistent time series spanning the whole globe for five decades was

created. The model used a T62 spectral triangular Gaussian grid with a resolution of about 2°x2°

horizontally and 28 levels vertically.

The data used in chapter 8 was from 1965 to 1998, 12-hourly 10-minute averages of wind speed at 10 m

height a.g.l. and various model levels. Unfortunately, the 12-hourly resolution is not good enough to run

the data with the National Grid Model. However, for getting an idea of the distribution of winds in some

special period over many years, this data is very useful.

The time series were from the grid points nearest to the meteorological stations described in chapter 3.6.

Since the mean of the local time series were partly different to the mean of the meteorological data

series, the reanalysis data wind speed was renormalised to yield the same mean wind speed as the

meteorological data for the period Dec 90 to Dec 91. From there, the conversion to wind power was

done using the same methods as the short-term forecasting in chapter 2.3.3. It was tried to use the wind

speeds from the 850-hPa-level of the reanalysis data. Since this performed much worse in comparison

the 10-m wind speed, the latter is used throughout.

A comparison of the distributions of the measured data and reanalysis derived data (including local

effects analog to Risøs forecasting model, chapter 2.3.3) is found in Figure 7. While in general the

distributions are fairly similar, in cases with strong local effects the Weibull shape (see Appendix) for

the measured wind speeds disappears. Roches Point/IE is such a place, with water on one side and

relatively high roughness and hills on the other. Therefore, the Weibull distributions for the

measurements are still valid for wind speeds from a certain direction, but when plotting the frequency
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distribution of the whole time series, the different Weibull parameters do not add up to a Weibull shape

for the whole. Another effect smoothing the statistics in the reanalysis case is that the time series was

only 13 months in the case of the meteorological measurements, while the reanalysis series is an average

over 34 years.
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��� 0RGHO�RXWSXW�VWDWLVWLFV

���� ,QWURGXFWLRQ

The chain of models introduced in chapter 2.3.3 (the Risø model, using HIRLAM/WAsP/PARK

(HWP)) uses physical reasoning, but leaves many effects unmodelled. Among these are the seasonal

variation, the daily variation, variations introduced by stability effects, effects of orography or roughness

in large wind farms (since the calculation is for one spot only per farm), the uncertainty in the power

curve (which can easily be more than 10%), and non-attached flow in complex terrain. Some of these

processes, especially the seasonal and daily variation, as well as parts of the stability, should be handled

by the NWP. However, since the NWP has limited resolution and calculates with an average roughness

for every grid point, many local effects cannot be resolved by the weather model. In these cases, an

additional correction term based on empirical parameters can be used. This correction is Model Output

Statistics (MOS) [62].

In our case, where some of the errors are varying over the year, while others are not changing, an

adaptive solution of error removal would be best. On the other hand, a simple least squares fit to older

data already might lead to quite reasonable results. In Figure 8 the error in power and in wind speed is

plotted with its frequency. For the wind, a pure Gaussian with a  of (in this case) 1.92 m/s can be fitted

quite satisfactorily, while for the power the error is a superposition of two Gaussians with  of 19 and

602 kW, respectively. The high frequency of near zero error comes from two parts of the power curve:

the flat part before the cut-in speed, and the flat part at full rated power. There, the wind speed
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)LJXUH� ��� )UHTXHQF\� FRXQWV� RI� WKH� ZLQG� VSHHG� DQG� SRZHU� IRUHFDVWLQJ� HUURU� IRU

1¡MVRPKHGVRGGH� ZLQG� IDUP�� QR�026�� �� KRXUV� OHDG� WLPH��Peak power is 5175 kW.

Please note the square at (0,70), which belongs to the narrower of the power peaks. The

wind speed error is fitted with one Gaussian peak, the power error with two.



prediction can have quite significant error, without affecting the precision of the result.

Since the error is mainly Gaussian, the Kalman Filter is the optimal filter. However, this is strictly valid

only for the use of a least squares criterion as quality function. We will see later how a different quality

function affects the quality of the filter.

���� 1HZ�5HIHUHQFH

The benchmark every effort in wind forecasting is measured against used to be the persistence model.

This is a fairly good and hard to beat model for forecasting loads on the wind turbine out of the last

developments of the on-site wind and for the development of corresponding control systems. However,

these applications are only looking a few minutes into the future. With increased penetration of wind

energy in the electrical grids up to quite large percentages, the utilities are craving forecasting models at

least in the time scale of 8 hours, the time needed to start a thermal power plant from cold, or even up to

37 hours ahead for trading on the electricity markets.

Persistence is a good model for a short prediction horizon (it beats meteorological forecasts on a time

scale of up to ~4 hours), but due to the processes in the atmosphere the deviation of this model gets

higher for longer terms. For the prediction of long horizons it is intuitively clear that postulating the

climatological mean wind gives a better forecast than a prediction from a random number, since a fully

decorrelated time series is for prediction purposes nothing else than a random number with the same

distribution as the predictand. Fully decorrelated means here that the autocorrelation function (see

Appendix) of the time series has dropped to zero. Looking at Figure 10, Figure 11 and Figure 12, it can

be seen that for most data shown here, the autocorrelation function drops to 0.2 within 48 hours. It can

also be shown theoretically that the MSE for long term prediction by mean value is half the error for

persistence [82].

Hence a new model should approach persistence for very short forecasting lengths and the mean for

long times, while on the middle ground weighting between both models should occur. Another demand

of a reference model is that it should not need any further input than the data set itself, and it should be

much easier to use than any full blown forecasting model. These constraints are fulfilled in a proposed

model where the weighting for different forecast lengths is determined by the correlation between the

wind at present time and the wind the forecast length ahead. This reference model is usable as well for

both wind and power. The model can be written

S D S D
W N N W N+ = + − µ( )1

where SN are measurements of wind or wind power at time step N; � is the mean of the time series. The

parameter DN should be zero for N � and approach 1 with high N. Therefore it is reasonable to define
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This actually corresponds to the value of D
N
which minimises the RMS error for the reference model.

This is also nothing else than the autocorrelation of the time series.

What exactly is long term? Figure 9 shows the skill score for the proposed reference model in

comparison to the persistence model.
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)LJXUH� ��� 6NLOO� 6FRUH� RI� WKH� SURSRVHG� UHIHUHQFH� PRGHO� FRPSDUHG� WR� WKH� SHUVLVWHQFH

PRGHO��Summer and Winter refers to three months of production data each from the wind

farm in Hollandsbjerg/Denmark.

In this figure the skill score (see Appendix) of the new reference model is compared to the persistence

model using a data set of half hourly mean values of wind power from a wind farm located in

Hollandsbjerg, Denmark. These measurements have been used to calculate the skill score as a function

of the forecast length. Two datasets are considered, measurements from a summer and winter period.

Each dataset contains 4380 measurements. After about 24 hours the skill score approaches 0.5, hence

saying that the combined model has a MSE about half the one of persistence alone, and therefore the

usefulness of the pure persistence $QVDW] ends about here. On the other hand, a variation with a time

scale of one day is easily discernible in the summer data, making the integration of the persistence

model worthwhile also for longer periods.

Another feature found in Figure 9 is that the skill score rises even with the first step. This goes a long

way to explain the typical 10% RMS error improvements found by many other authors using more or

less advanced time series analysis techniques (see chapter 2.3). The nature of their algorithms takes

some measure of the mean wind into account; either the mean of the last few data values in a

windowing technique, or the weighted mean for many recent values using adaptive techniques. The

improvement over persistence depends then on the number of recent data points used.
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)LJXUH�����$XWRFRUUHODWLRQ�RI����\HDUV�RI�GDWD� IRU� WKH� IRXU� VHDVRQV� The data is from

76m height a.g.l. of the meteorological mast at Risø. Wind123 refers to the wind from

January, February and March. Pow refers to the same time series folded through a Vestas

225kW power curve.
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)LJXUH�����6RPH� H[WUHPH� FDVHV� RI� DXWRFRUUHODWLRQV��13.74 refers to winter 1974, 13.67

refers to winter 1967. Wind123 and Pow123 are identical to the graph shown in Figure 10.
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It was tried to make the application of the New Reference Model easier for the user by omitting the

autocorrelation step and parameterise the relative influence of persistence and mean by an exponential,

which could be described as S D S D
W N

N

W

N

+ = + − µ( )1 . However, as can be seen from Figure 12, the

autocorrelation for three sites varies significantly, from site to site and also from season to season; hence

the “one parameter fits all”-approach was dropped.

The dependency on the season can also be seen in Figure 10. Here, the autocorrelation was calculated

using 40 years of data from the meteorological mast at Risø. Another surprising result is that the

autocorrelation varies also strongly from year to year: in Figure 11, the most extreme cases of

autocorrelation functions of all single years are shown. The spread in just 7 years is quite wide. The D

parameter for this case had been calculated, using this data and the European data described in

chapter3.6, to be between 0.93 and 0.98 - good enough (like persistence) for the first few hours, but

getting too far off for longer horizons (say, 24 hours).

In short, a new reference model is proposed, which is still easy to use, but overcomes some of the

shortcomings of the persistence model for long forecasting times. It is possible to explain with this

relatively simple model some of the improvements seen by many other authors trying to beat persistence

on short horizons using time series analysis models.

���� 6WDWLF�026�LPSOHPHQWDWLRQV

The easiest way to improve the results of a physical model is to apply a post-processor, trying to adjust

the final output with a simple linear model of type D
3K\VLFDO0RGHO2XWSXW�E. However, it might be

desirable to have parameters elsewhere than at the back of the predicting algorithm. It will be shown

here that adjusting the wind before calculating the power output is much better than any MOS

performed solely on the power output.

The models used for comparison werea:

1) E(IIXD3RZ
ORFDO

+∗∗ )(

2) E(IIXD3RZF
ORFDO

+∗∗∗ )(

3) GXE(IIXD3RZF
ORFDOORFDO

+∗+∗∗∗ 3)(

4) (IIEXD3RZ
ORFDO

∗+∗ )(

5) E(IIX3RZD
ORFDO

+*)(*

Note: XORFDO refers to the pure HIRLAM/WAsP forecast which should be equivalent to the local wind at

the site, the function 3RZ�� is the power curve for the wind turbines used in the corresponding wind

farm, and (II refers to the corrections to the overall power generation due to wind shadowing effects in

the farm, calculated with the PARK program.

Figure 13 is generally speaking typical for the errors encountered in the use of a weather model for

short-term forecasting. In this figure, only the RMS error is shown, for simplicity reasons. The graph

looks qualitatively identical for the MAE. The lines refer to different models: the uppermost line is

                                                
a GXE(IIX3RZD F

ORFDOORFDO
+∗+∗∗ )(  was tried, but the optimisation routine had problems with the numerical stability.
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persistence, the similar line below is the New Reference Model, both as explained previously. The

scaling is chosen as RMSE in percent of the nameplate capacity, instead of the more statistically correct

scaling to the mean of the time series, since for the utilities the total installed capacity in their supply

area is much easier to keep updated than the mean production.

A few details should be pointed out:

• Mean refers to a forecast just by assuming that the wind x hours ahead will be like the long term

climatological mean wind for the site. As can be seen, it outperforms pure persistence already at a

forecast length of about 15 hours.

• Therefore, the New Reference Model was introduced. An improvement is visible over persistence on

all forecast horizons.

• After about 4 hours the quality of the raw model output (marked HWP, full squares) is better than

persistence even without any postprocessing. The quality of the New Reference Model is reached

after 5 hours. The relatively small slope of the line is a sign of the poor quality of the assessment of

the current state of the atmosphere by the NWP. However, calculating forward from this point

onwards introduces hardly any more errors. This means that the data collection and the assessment of

the current state of the atmosphere for the NWP is a weak point, while the mathematical models are

quite good.
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)LJXUH� ����$XWRFRUUHODWLRQ� RI� GDWDVHWV� GHULYHG� IURP� WKUHH� VLWHV��The Risø data comes

from a meteorology mast on Sjælland/DK and is split into a summer and winter part, for

each of which the autocorrelation was calculated separately.�The Hollandsbjerg data is 4380

half-hourly values measured at a wind farm in Jutland/DK [83], while the Texas data stems

from a prospective wind farm site; both series span more than one year. Note that Risø

Winter is the only curve which can fitted satisfactorily with an exponential law.
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• Obviously, a combination of persistence with the HWP approach would be helpful for the first few

hours. This is planned for the next iteration of forecasting models from Risø. Here it has been tried,

but since in the Risø operational set-up no online data is available, it could not be utilised.

• The first two points in the HWP line are fairly theoretical; due to the calculating time of HIRLAM

(~4 hours) these cannot be used for practical applications and could be regarded as hindcasting.

• The improvement attained through use of a MOS (the line marked HWP/MOS, open squares) is quite

pronounced.

The first try for a model would be an end-of-pipe-approach, trying to adjust the resulting power coming

out of a black box modelling suite. This corresponds to model 5 in the previous list. In all cases the

statistical parameters were optimised separately for every forecast horizon. Various approaches have

been tried and are shown in Figure 14:

linear: an optimisation via the downhill simplex for minimum MAE;

corr.lin is the same, but the data set had been shifted by the mean error before the optimisation;

Kalman-20k has been an attempt to force the KF into saturation by running it 20000 steps through the

same data set;

HWP-Pers is a linear combination of HWP and persistence;
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SUHGLFWLRQ�PHWKRGV��The wind farm is Nøjsomhedsodde (noj) with an installed capacity of

5175 kW. NewRef refers to the New Reference Model. HWP/MOS refers to the� HWP

approach coupled with a MOS of type model 1.
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and HWP-Pers3 is similar to HWP-Pers except for an additional constant. In Figure 14 only the RMS

error is shown, for simplicity reasons. Again, the MAE is qualitatively similar, though smaller.

The main insights from this analysis were:

• The quality of the forecast and the improvements for the various methods do not vary greatly

between each other. Since these were not optimised for a particular error type, the KF adjusted for the

lowest RMS; hence some models give even worse results regarding the MAE than the raw model

output (not shown).

• A model which combines the HIRLAM/WAsP/PARK results (filtered or not) with persistence

including a weighting dependent on forecast length (marked HWP-pers) performs much better than

HWP alone in the short range. However, for longer horizons no improvement is attained.

• The best result, both for MAE and RMS, is obtained by adjusting the HIRLAM/WAsP generated

local wind before processing with the power curve and wind farm efficiency. This corresponds to

model 1. This simple transformation yields visibly better results than all the statistical models applied

to the end output alone. This also means that the HIRLAM generated wind is the main source of error

in the chain of physical models.
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)LJXUH�����7KH�UHODWLYH�LPSURYHPHQW�LQ�ZLQG�VSHHG�506�HUURU�IRU�VWDWLF�026�IRU���

VLWHV�LQ�(QJODQG�DQG�:DOHV��Below the axis break is the relative improvement, given as 1-

RMSEMOS/RMSEHWP. The x-axis lists the different stations, while within the vertical box

for each station the different data points refer to the forecast lengths in steps of 3 hours, from

0 to 36 hours. This means that each of these boxes corresponds to the type of graph shown

in Figure 13.

Since the performance of all these trials was significantly worse than model 1, they have not been

pursued further.

Figure 15 shows the merits of a static MOS implementation for 15 farms in England and Wales. In most

cases, the relative improvements in RMS error are fairly small, though for some farms the improvement

can be much higher. This is most notably for myi, but also for lv1 and lv2; all of them are in Wales, and

have quite a complex orography. This means that WAsP here is outside of its operational envelope.

However, Bowen and Mortensen [20] have shown that the errors introduced by WAsP in the case of

complex terrain pretty much scale linearly with the complexity. Hence, a simple linear MOS should be

able to cover for them.

Another feature to be learned from Figure 15 (and Figure 17) is that the improvements do not scale with

the forecast length. Then again, this could have been expected when thinking of the weak slope of the

HWP graph in Figure 13: the biggest problem here was discovered to be the initial estimate, not the

extrapolation into the future. Hence, the MOS improvement should be roughly the same all over, as it

points to a systematic mismatch between the NWP and the local winds.
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���� .DOPDQ�)LOWHU�UHVXOWV

Five statistical models have been applied to datasets from all 12 Danish wind farms using the following

algorithm: firstly, the RMS and MAE were calculated for the plain physical models, then the best static

parameters (D, E, and possibly F) were calculated with the downhill simplex method optimising for the

different error types, and then the Extended Kalman Filter was run as MOS, here optimising the KF

parameter via the downhill simplex method or a genetic algorithm in order to find the ideal “stiffness”

of the filter. We will see to that in the next chapter in some more detail. The optimisation was done

using both the RMS and the MAE as a quality function.
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IRU�506�� UHODWLYH� WR� SXUH�+:3�PRGHOOLQJ��Lines only refer to the model results with

fixed parameters.

In Figure 16 the improvements for models 1-4 are shown for the Østermarie wind farm. The best

attainable improvements seem not to depend much on the model, but rather on the quality of the pure

physical forecast. Therefore, most models give similar results for the different forecast lengths. Models

with a higher number of parameters (up to 4) were also tried, but did not perform better. Since the

computational demands were much higher, it was chosen not to include these models in the current

analysis. For this wind farm the improvement benefit of the KF is most pronounced - the same model

with linear parameters gives only a smaller improvement, while most of the Kalman filtered MOS

results give around 10% improvement. This can also be seen from the next plot: Figure 17 shows the

results for model 4 when optimising for minimum RMS error. A few points typical of all models and

error optimisations should be pointed out here:
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• Optimising for best RMS error lets the MAE often get worse than with the unaided model. There

seems to be a trade-off between the two errors - however, an optimisation for MAE usually also

yields slight improvements for the RMS.

• Generally, the improvements achieved with statistical post-processing are in the range up to 20 %,

which means that the underlying models already are quite good and exhibit mostly random errors, no

systematic ones.

• Some stations are already predicted better than others by the physical models - and typically, the

improvements the different models can achieve for these stations do not vary much. Here especially

the stations kap, noj and tys are already forecasted rather well by the physical models.

• The advantage of the Kalman Filter is pronounced only for a few stations (this can be seen by

comparison of the up triangles with the solid line for the RMSE), here mainly oem. Obviously, there

is not much seasonal variation in the error of the physical models for the other stations.

• The case of avd is special, since here the power measurements were off during a few weeks. The

optimal Kalman Filter could follow this jump in the relation between wind speed and power, though

it gives no physical meaning. Taking out the bad data, avd behaves like the other farms. This also

shows the importance of data cleaning in an operational forecasting model.
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refers to the relative improvements of the Kalman filtering, while lin refers to the

improvements due to linear optimisation of fixed model parameters. The open dots and

dashed line refer to the corresponding MAE errors. Read the x-axis as in Figure 15.



36

In Figure 18, we see the parameter trajectory for a complete run of model 1. This filter was found to

present the optimal stiffness. Here, the seasonal variation of the parameters is, albeit small, clearly

visible. In principle, these seasonal variations should be catered for by HIRLAM; reasons for the

difference can be a different microclimate on the station itself than assumed by HIRLAM, or local

effects such as heat flux induced stability variations, growth of vegetation in the seasonal cycle different

from what is assumed in HIRLAM, or other unmodelled effects. The step structure of the variation can

just about be seen. The allowed step width is determined by the stiffness of the filter and the scatter of

the error. Also note that the overall change is very small. The KF tends to swing too much with higher

flexibility. All it takes is one error value that is far out, and the KF wanders off in unphysical regions of

the parameter space. Thereby, it sets all the forecasts to zero (at least in a model with a parameter inside

the power curve, and we have seen that these give the best results). Once that happens, the feedback

loop in the KF has no possibility of coming back on track. This is actually one of the biggest problems

in the handling of the KF. One big disadvantage of using a stiff filter is that the time used to come into

equilibrium is very large, hence the advantage of using a recursive method is nearly gone. Therefore,

with the current error structure of the HWP approach, the KF is either so stiff, that the advantage over a

static implementation is small, or follows the actual errors so fast, that it can go wild.
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)LJXUH�����3DUDPHWHU� WUDFH� IRU� D� FRPSOHWH� UXQ��The inset is zooming in on one year’s

worth of data.�Data from Vindeby, forecast length=24 hours, model 1.

���� 2SWLPLVDWLRQ�RI�WKH�.)�VWLIIQHVV

As can be seen from Figure 18, it takes rather long for the KF to achieve balance. So since the stiffness

of the filter is one of the parameters which can be used to fine-tune the filter, why not make the filter

less stiff, so that it swings in faster? To analyse this, the best stiffness was optimised for using the

downhill simplex and a genetic algorithm. Generally speaking, the genetic algorithm performed slightly
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better, but took much more computing time. The set-up was to run the KF/EKF through all the data

available, calculate the error function, run it again through all the data and repeat until the error function

did not change any more. The general idea can be seen in Figure 18. Note that the typical set-up for the

validation of statistical models of using one data set to calculate the parameters and another for the

validation part is not applicable easily to recursive methods, since they keep learning during the

validation dataset.

Figure 18 already points to the problem of the KF. The variation in parameters for the optimal stiffness

is rather small, and therefore the potential for improvement over a static technique is rather limited. This

has to do with the problem of the KF running wild. Large errors at one particular forecast will throw the

filter off balance, and once a parameter within the power curve has run sufficiently far from reasonable

values, the result will be plain zero for the power output. To show a complete mapping of the reasonable

parameter space, in Figure 19 the minimum RMS error for the 24-hour forecast for Vindeby (vin) has

been calculated depending on the parameters determining the KF stiffness. These are the diagonal

elements of the measurement and system noise covariance matrices 9 and :. For model 1 for low

values of :��, setting the power output irrecoverably to zero is what happens at the red plateau found in

Figure 19. Model 1 has an additive constant to the power, which will become the mean value, while the

multiplicative parameter adjusting the local wind has been thrown so much off course, that the result of

all the HWP modelling is zero. Hence, this is the worst case. Another plateau found is the green plateau

which is especially easy to see at :�� �, but is also found in the other graphs. Here, the parameter

variation is so small, that the cut-off criterion is reached already after a few runs. In other words, the

filter does not move away from the initial guess for the parameters (which is total belief in the physical

models).

The large variation in stiffness parameters necessary to achieve significant change is puzzling. No

correlation with the properties of the time series could be found, and no correlation of the parameters

with each other could be ascertained. The optimal parameters vary over many orders of magnitude for

the same farm for different forecast lengths, and vary a lot from farm to farm. It was not possible to find

one set of parameters for a model that would fit all farms. The probable reason for this is the low signal-

to-noise ratio found in the deviations between the forecast and the measured wind. HIRLAM is already

fairly good at also forecasting the seasonal variation. Mönnich [50] has shown that the atmospheric

stability can be a factor determining the accuracy of the forecasts. However, the time scale of changes of

stability is too short for the KF in relation to the noise. Of course, the stability should be modelled

explicitly, though this was not possible with the available data.

Therefore, it has to be concluded that despite its scientific merits in reducing the forecasting error, as

well as the good arguments for the choice of a recursive technique over a static implementation, the

Kalman Filter has with the current structure of the HWP forecast errors hardly an advantage over simple

static MOS implementations, but adds operational complexity. However, this should not rule out the use

of this or another recursive technique for the future, when the HIRLAM modelling should be better, and

therefore the signal-to-noise ratio should be improved.
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��� %HQHILWV�RI�JRRG�IRUHFDVWLQJ

���� ,QWURGXFWLRQ

After the previous overview over forecasting methods, this chapter will deal with the potential benefits

of forecasting. In the course of this chapter, the National Grid Model should be made familiar for the

reader, and some answers regarding the sensitivity of the model to variations in turbine type, plant mix

and load magnitude should be given here, before the NGM is subsequently used to analyse the whole of

Europe. Additionally, an impression of the benefits of perfect forecasting over persistence and the

penetrations, at which these appear, are given.

On an intuitive level, the benefits for the utility dispatcher appear clear. Since the load also cannot be

predicted with perfect accuracy, all utilities have the possibility to adjust their production on very short

notice. This is also necessary for the case of the unexpected loss of a major power plant. Typically, this

load-following elbow space is achieved by spinning reserve or warm back-up stations. Also pump-

storage plant has a good potential for fast variation. For the fairly predictable changes of the load that

occur on a time scale of hours, another, slower mechanism has to come in: scheduling. The system

operator can tell a power plant to start up or shut down so that some additional capacity is at the

command of the operator. The typical time scales here are between 20 min. for gas turbines and 8 hours

(or perhaps more) for large coal or oil plant. The order in which these plant are scheduled is a merit

order, which means that the power stations with the lowest cost per kWhel are the ones starting first and

stopping last. Optimal system commitment is achieved if at any given time the minimum number of

power plant needed to serve the load is running. This should include a safety margin to allow for the

sudden drop of a power source (due to technical failure in a power plant or the transmission line leading

away from the power station, or due to a technical failure of the interconnector to another networka).

Note that in a real-life situation, the penalty for overcommiting might not be the same as the penalty for

undercommiting. Typically, the price will be slightly asymmetric for buying or selling electricity. Note,

too, that in a system as large and as well interconnected as the European grid, some extra power should

be available at all times, even though it may have a priceb.

One simple conclusion is that as long as the installed capacity of the intermittent resource leads to a

uncertainty in its output that is in the same order of magnitude as the uncertainty in the load, the utility

should be able to make up for the added uncertainty with the existing tools. Conceptually, this is treating

wind power as negative load while not taking it into account at the scheduling stage. However, with

higher installed capacity this approach does not work well any more.

There are two possible reactions to the integration of intermittent power sources: one could totally

disregard any firm capacity and schedule ahead as if no power from that source could be expected, or

                                                
a The biggest "power station" in the CEGB grid HJ is the interconnector to France, with 2x1 GW capacity.

b One of the highest prices on NordPool since the liberalisation was 90.13 ¼F�MWh on December 12, 1999, during a very

cold snap across the Nordic region (Source: Financial Times, 18 Jan 2000). Even more, the price in England and Wales

regularly reaches during winter peaks £300/MWh.



40

one could try some forecasting and would have to deal only with the remaining error. If typical gradients

are known [HJ 84], then to be on the safe side a line from the actual production can be drawn with the

maximum downslope, until it reaches zero production. This would lead to an inclusion of wind power

for only a few hours ahead. However, even a simple analysis shows that on average the operators best

choice is to use a forecasting model close to persistence in the absence of any further information.

Nevertheless, it can happen that the dispatcher does not even know the actual power feed; in this case,

the pure HWP modelling would be the forecasting model of choice.

Even though the case for forecasting (on which level whatsoever) is an easy one, there are not many

analyses that have looked in detail into the benefits of forecasting for a utility. Partly this lack of

analyses stems from the fact that a lot of data input and a proper time step model are needed to be able

to draw valid conclusions.

Milligan HW�DO [85] used the Elfin model to assess the financial benefits of good forecasting, taking into

account the load time series, a wind time series, the distribution of power plants for different utilities,

and the forced outage probabilities of the normal plant mix. Even though his method of simulating the

forecast error was not very close to reality, some general conclusions could be drawn. When varying the

simulated forecast error for three different utilities, zero forecast error always came out advantageously.

The relative merit of over- respectively underpredicting varied between the two utilities analysed in

detail: while underpredicting was cheaper for one utility, the opposite held true for the other. The cost

penalty in dependency of the forecast error was dependent very much on the structure of the plant mix

and the power exchange contracts. Generally speaking, a utility with a relatively large percentage of

slow-start units is expected to benefit more from accuracy gains.

Hutting and Cleijne [86] analysed the proposed structure of the Dutch electricity exchange, and found

that 1500 MW of offshore wind power could achieve an average price of 3.5 ¼F�N:K��ZKHQ�FRXSOHG

with back-up conventional plant. This assumes that "����RI�WKH�RXWSXW�FDQ�EH�SUHGLFWHG�ZHOO�HQRXJK�IRU

WKH�PDUNHW". Perfect prediction would raise the price to 4 ¼F�N:K��+RZHYHU��EXLOGLQJ���00 MW of wind

power would decrease the price to 2.9 ¼F�N:K��5HGXFLQJ� WKH�VSHFLILF�SRZHU�RI� WKH� URWRU� IURP����� WR

300 W/m2 would decrease the overall power output, but increase the capacity factor, thereby increasing

the predictability and therefore enhancing the value by an extra 0.05 ¼F�N:K�� 7KLV� ZRXOG� DFWXDOO\

improve the price performance ratio by about 10%, just by installing larger blades on the turbines.

Spreading out the wind farms along the coast would increase the reliability of the generation and

therefore lead to another 0.15 ¼F�N:K�

Nielsen HW�DO [87] assessed the value for Danish wind power on the NordPool electricity exchange to be

2.4 ¼F�N:K� LQ� D� \HDU�ZLWK�QRUPDO� SUHFLSLWDWLRQ��7KLV�ZRXOG� EH� UHGXFHG� E\� ���������� ¼F�N:K�GXH� WR

insufficient predictions.

Sørensen and Meibom [88] found the penalty due to bad prediction of wind power to be 12% of the

average price obtained on NordPool, which is essentially the same as the result by Nielsen HW�DO.

Schwartz and Brower [89] interviewed schedulers, research planners, dispatcher and energy planners at

seven US utilities and asked for their needs in a wind energy forecast. Among the most needed was a

day-ahead forecast, to be given in the morning for the unit commitment schedule and energy trading for

the following day. Hourly forecasts, expressed in likely MW and with error bars, were another wish.
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However, one important result was that if good tools were available, operators in utilities with enough

penetration would use these tools. This is also our experience with operators from Danish utilities.

���� 1*0�±�6HQVLWLYLW\�DQDO\VLV

Even though the National Grid Model is a quite old model, a thorough analysis of the sensitivity to the

type of turbine has never been carried out.

For this analysis, measured wind speed from prospective sites in Iowa were transformed into wind

power outputs using power curves supplied by the manufacturer. The turbines used were a Nordtank

rated to 150 kW, the Vestas V27 with 225 kW, a 400 kW turbine, a Micon M750 (750 kW), another

Nordtank turbine with 1500 kW peak and the Vestas V66 with 1650 kW rating. For some

configurations, also a NEG Micon turbine with 1000 kW was used. These are also the turbines that

appear in the European wind turbine distribution used for the European average wind in chapters 3.6

and 7.

These different forecast files were then used as input for the NGM. In Figure 20, the results for 1995

and 1996 for Iowa are shown as full symbols. The forecasting method here is persistence. To assess the

influence of the load and the wind power time series, these two were interchanged - hence the 1995 load

curve was run with the 1996 wind power time series and vice versa. Note that the plant mix was not

changed for comparability reasons, even though one new plant entered service in 1995, an open cycle

gas turbine with 15.2 MW. For comparison, there are 122 open cycle gas turbines in the whole grid with

a cumulative generating capacity of 1274 MW. Hence, the contribution of the new turbine is negligible.
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The influence of wind and load time series is shown with open symbols. As one might expect, the shape

of the curve is determined by the wind time series, while the magnitude is mainly determined by the

magnitude of the load. The most interesting feature here is not the apparent parallelism of the curves

with wind from 1996, but the overlap for high penetrations in 1995. This stems from the relative

distribution of the wind and load time series during the year. Interestingly enough, if one uses a load

multiplication factor determined from the cumulative load and multiplies the whole time series with that

factor, the result for 0 penetration (and all higher ones) is not identical with the load curve from the

other year. Obviously, there are other factors involved controlling the total fuel cost over a year than the

total demand over that year. However, as before the shape of the curve is governed by the wind data file

while the magnitude is governed by the load. The difference is explained most simply with the wind

conditions in the respective years: in 1995, wind generation for a 1500 kW turbine would have been

3.914 GWh, which translates to 2609 full load hours. The figures for 1996 are only 2.722 GWh and

1815 hours, respectively. This difference is because many more measurements from 1996 were missing

than for 1995. The wind time series is composed by taking the mean of all the wind sites available, in

this case just two sites. Missing data in only one site is hence straightened out with the value from the

other farm. However, if both values are missing this is treated as a turbine outage, hence the value is set

to 0. This happened 116 times in 1995, but 726 times in 1996, hence nearly 10% of all data was missing

and set to zero. Unfortunately, most of these 10% were in the winter, when strong winds prevailed.

Hence, the aggregated output for 1996 was significantly lower. Even when using only the available

points for a comparison, 1995 has the stronger generation with a capacity factor of 29% versus 24% in

1996. This is because the stronger winter winds are lacking in the 1996 statistics. However, this

variation can happen from year to year. See HJ the difference between the average European production

in 1986 and 1987 in Figure 49. Keep in mind that the European production is averaged over a large area,
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and therefore should be less variable than the variation for just two sites in the same climatological

region here.

All the previous analyses were done using a Nordtank 1500kW power curve. So, what happens if we use

other power curves? This was evaluated for 1995.

Note that there is no clear trend with size: the lowest fossil fuel savings occur with the middle sized

turbine, while the best savings are for a 150 kW and a 1650 kW turbine, respectively. This is shown in

more detail in Figure 22. Here the values in the circle in Figure 21 are shown over the rated power of the

turbine, or over the hub height. We see that the biggest savings (lowest overall costs) occur for the

smallest and the biggest turbines. The two curves are similar, since the correlation shown in the inset is

nearly linear - the power output of a turbine is related to the area swept by the rotor, hence a taller

turbine allows for bigger rotors and hence a higher power output.

This behaviour needs an explanation. For a start, the power curve used here is shown in Figure 23.

Actually, as can be seen from Figure 22, the Nordtank 150kW is nearly the same size as the Vestas

225kW turbine. In other words, the generator in the Nordtank turbine is too small for the blades, and

hence will have a higher capacity factor. However, in the case of the 150 kW machine, another bug

comes into play: the power curve levels out at 159.7 kW, hence the turbine should be called a 160 kW

machine. The manufacturer has decided otherwise, therefore it performs so outstandingly in this

comparison.�Note however, that the Vestas V27 has a rating of 225 kW and also levels out at 225 kW,

and still has the edge on slightly bigger machines. See also Mönnich [50] on the comparison between a

theoretical power curve and a measured one.

Then again, this only explains the first half of Figure 22. Another mechanism is responsible for the

higher savings attainable with bigger machines: the wind is higher at higher altitude. As can be seen in
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the inset of Figure 24, the higher and bigger machine taps a greater resource. The main graph shows the

simple explanation for the different total fuel costs from Figure 22: the amount of energy generated from

the same wind is different, due to the two effects of higher specific rotor area per power rating for

smaller machines and higher wind resource for big turbines.

This leads to the conclusion, that the potential savings of fossil fuel cost scale with the accepted wind

energy. The accepted wind energy is the generated wind energy minus the amount of energy that has to

be discarded. This happens when at some hours of the year the base load generation plus a fraction of

the available wind power suffices to cover the demand. The remainder has to be discarded. The

difference is only visible for additional capacities nearing 20% of the currently installed conventional

capacity. Then, the differences between the production of different turbines begin to appear in the fossil

fuel savings. The curve based on accepted wind energy instead remains clear.

Another proof for the scaling with accepted wind energy can be found in Figure 26. Here the use of

three different turbines (a 225kW model, a 1000 kW and a 1650 kW) does not make any difference, nor

do three different wind time series, or different forecasting methods. Neither does the scaling of the time

series with a factor of 1.4, which was done to get a rough impression of what the wind would be in 60m

a.g.l., the hub height of newer turbines in the megawatt class. This actually corresponds to applying the

logarithmic wind profile over a uniform roughness of 0.12m.
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)LJXUH� ����(OHFWULFDO� HQHUJ\� JHQHUDWHG�E\�ZLQG� LQ� ������WindGen refers to generated

wind energy, while WindAcc denotes the amount of wind energy that was accepted into the

grid. The inset shows the logarithmical height dependency of the wind, together with the

relative sizes of the Nordtank 150 kW machine and the Vestas 1650 kW.

An interesting result in this case is that the difference between perfect forecasting and persistence

forecasting is quite low. An explanation for this behaviour is that the way of forecasting influences the

amount of discarded energy (see HJ Figure 34). Perfect forecasting allows a higher fraction of the

generated wind energy into the grid, whereupon the attainable savings correlate with the amount

admitted to the grid.

The plant mix has a strong influence on the result (Figure 25). The largest difference between the plant

mix of 1994 and the one of 1988 is that in 1994 the ’rush to gas’ already had happened. Therefore, the

flexibility of the receiving grid was augmented significantly, and wind energy could be integrated much

more easily. However, this explanation does not help as to why the recasting of gas turbines as steam

plants has lower total fossil fuel costs than with them. The probable explanation is that the gas turbine

capacity was recast to state-of-the-art coal plant, with accordingly rather low cost/kWhel. The fuel costs

for gas turbines are much higher than for coal fired power stations.a This effect could easily offset the

higher spinning reserve requirement in a grid with less flexibility.

                                                
a Only the relatively low initial investment for building the plant makes gas turbines so attractive. However, the investment

cost was not part of the analysis.
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V225 refers to a Vestas 225kW turbine, Mic1000 to a Micon 1MW and V1650 to the Vestas

V66 with 1650kW peak generating capacity. 90L88 refers to the wind year 1990, combined

with the load year 1988. 88nr refers to the New Reference Model as forecasting method,

while per stands for perfect forecasting.
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gas turbines were treated as coal plant), while opm, the upper graph, refers to the older plant

mix from 1988. The turbine is in all cases a Micon 1000 kW.
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Another interesting result for the value of forecasting is that in Figure 27 persistence is not the worst

case. For this plot the case of Iowa was calculated [90] with the predictions from the National Weather

Service (see section 2.1.3), which were used as input to the statistical WPPT model (see section 2.3.4).

In this case, two effects play a major role: the NWP forecasts are done with a coarse spatial resolution

and therefore are not very precise, even after using MOS [91]. In addition, the temporal resolution is

only 6-hourly, in comparison to HIRLAMs usual 3 hours. Therefore, the precision was not as good as

for persistence, and the economic results reflect that. However, for a penetration of up to 12% the

difference is fairly small.
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NWS/MOS is the model from the National Weather Service. Penetration in this case is a

real penetration figure. Note that the NWP approach yields worse results than persistence.

The conclusion of this chapter is that the NGM is sensitive to the type of turbine only insofar as the

overall production from this turbine is different, and that the savings scale with the amount of wind

energy accepted into the grid. Another important result is that for various grids, the difference between

the simple persistence forecasting method and perfect forecasting only appears at rather high

penetrations. Actually, the difference in forecasting precision allows more wind energy to be utilised for

better forecasts, leading to higher savings of money and emissions. This effect only appears at high

penetrations since it takes significant amounts of wind energy to exceed the difference between the

minimum load and the base load generation.

Therefore, the analysis of the difference in forecasting options will not play a major role in the next

chapters.
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��� 6PRRWKLQJ�RI�'LVWULEXWHG�:LQG�3RZHU�*HQHUDWLRQ

���� &URVV�FRUUHODWLRQV

The integrability of wind energy into an electrical grid depends heavily on the variations in the wind

power generation. While one site (and also a small region) quite frequently logs zero and full generation,

a better distributed generation will have a smoother generation profile. To which extent this is the case

for Europe shall be shown here. Typical weather patterns in Europe are only about 1500 km in extent,

therefore we would assume that spreading out wind energy generation further than that would be

beneficial from a smoothing point of view. This chapter will deal with the smoothing effects derived

from the analysis of the time series themselves, while the next chapter will assess the benefits of

smoothing by simulation of the European electrical grid.

The simplest test is to investigate the cross-correlation (see Appendix)�between two stations. A small

value for the cross-correlation coefficient means that the time series add up to a smoother time series,

while time series with high cross-correlation coefficients just add their variability.
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)LJXUH�����&RUUHODWLRQ�FRHIILFLHQW�IRU�HYHU\�SDLU�RI�VWDWLRQV�DW�ODJ ��KRXUV��The dashed

lines at ±0.13 are only used to guide the eye. The arrow points to the pair of stations on

Sardinia/IT (see text). In the inset, the same plot is scaled logarithmically. The solid line is

an exponential fit H[S��'LVWDQFH�'�, with ' being 723km.

Figure 28 shows the correlations for all pairs of farms with their respective distances. Care was taken to

only include results, where enough concurrent data points were available (20% or more of the overall

data points). While short distances give the highest correlations, a short distance does not necessarily

mean that the time series are correlated. Local effects can actually lead to a significant decoupling of the

time series [92]. The best example for this is the point represented by the pair Alghero/IT-Cagliari/IT,
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where the cross-correlation already for a distance of 170 km drops to 0.29. These stations are in the

northwest and south of the island of Sardinia in the Mediterranean, and hence have rather different

microclimates. The low wind speeds at both stations (2.9 and 3.9 m/s mean) point to local influences

dominating the wind.

For longer distances, the result is as expected: the correlation is very small. Interestingly, in some cases

the time series are even somewhat anticorrelated, meaning that a high wind speed at one station often

coincides with a low wind speed at the other. The two pairs with the most negative correlation Roches

Point/IE-Lisboa/PT with -0.21 at 1430km distance and Zaragoza/ES-Naxos/GR with -0.18 at 2977km. It

is also easy to see that the average correlation decreases with distance. Hence spreading out the wind

power generators should give a less variable resource. The band between 0.13 and -0.13 seems to

indicate no more systematic correlation of the correlation coefficient with distance, since the numbers

are equally distributed around zero. However, a slight decrease in the absolute value of the correlation is

still visible. The cross-correlation data enters the band at 450 km, and all data is contained in the band at

3100 km. These numbers lead to a reduced variability of the resource, since the standard deviation of the

sum of 1 time series is given as:

∑∑=
L

LMML

M

VXP
FRUU

1
σσσ

2

2 1

with L and M being the respective standard deviations of the time series.
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The exponential fit H[S��'LVWDQFH�'� shown has a decay parameter ' of 723 km. Calculating the cross-

correlations for the resulting power time series, ' drops to 641 km. Figure 28 shows a weaker decay

than other published data on cross-correlationsa: Kaltschmitt [118] shows data with a cross-correlation

coefficient of around 0.5 for distances as low as 20 km, all the way through to 180 km distance. Note

that this is in fairly complex terrain, in the German 0LWWHOJHELUJH. Steinberger-Willms [127] finds a

decay parameter of 375 km for 5 sites of the DWD. However, in the calculation of the exponential fit

one pair was left out, which seemed to significantly enlarge this distance. Both are hourly mean values,

which should be more correlated than the 10-min means presented here. Landberg HW� DO [93] show a

decrease with distance for Danish stations with a decay parameter of 500 km. Their data were 10-min

averages. On the influence of averaging time on the correlation decay, see Ernst [94]. A reason for the

relatively weak decay could be that many stations are at the Atlantic/North Sea coast, and therefore are

subject to similar weather patterns.

���� 6PRRWKLQJ�RI�VSDWLDOO\�DYHUDJHG�WLPH�VHULHV

This previous analysis was for pairs of farms only. To assess the smoothing effects from the spatial

averaging of many time series, they were combined from all farms within a certain radius and the

                                                
a For the horizontal coherence of the wind field on scales <3km, see HJ Schlez, W. and D. Infield: +RUL]RQWDO��7ZR�3RLQW

&RKHUHQFH�IRU�6HSDUDWLRQV�*UHDWHU�WKDQ�WKH�0HDVXUHPHQW�+HLJKW. Boundary Layer Meterology �� (1998), pp. 459-480, and

references cited therein
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larger graph, but scaled as in Figure 29. No reasonable correlation between symbols and

standard deviation can be found.
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standard deviation of this resultant time series was calculated. This can be found in Figure 29. The

algorithm was as follows:

At every station, an averaged wind speed time series was calculated, which included the time series of

every other station within a circle around the station with radius R. The radius R was then varied in

steps of 100 km. Care was taken to only include unique combinations of stations for the final plot. For

every unique combination, if there was the possibility to reach the same combination from various

stations, the smallest radius R was chosen as the radius for inclusion in the plot. Note that at the outside

borders of the domain, fewer farms are included in the same circle, since the circles were centred on

each station. This also explains the behaviour of the inset: four single lines are clearly visible, for which

the number of stations included is much lower at the same radius than for most of the farms. These four

stations are on the very border of the domain, in Greece.

This also shows that the time series resulting from combining many farms in a large area is considerably

smoother than a single time series. The tail is dominated by the discretisation of the input time series.

Another explanation for the decay with distance could be that the higher the radius chosen, the more

time series were averaged. Naturally, for a larger radius more of the met stations are within the circle,

hence the averaging is done including more stations, as can be seen in the inset in Figure 29.

To allow for this effect, in Figure 30 only averaged time series from a combination of between 15 and

20 stations were taken into account. Here, no real trends other than the distance dependency are

noticeable; hence, the reduction of standard deviation in Figure 29 must be an effect of the distance.

A slightly different picture emerges when we change the algorithm to analyse the time series resulting

from a random assortment of 1 number of farms. In Figure 31, a given number of farms were randomly

selected and the averaged time series was calculated. The radius here refers to the maximum distance of

any one farm from the centre of gravity of the farms. This was given by the mean latitude and longitude
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of the farms. Hence the distribution of farms in the given circle was more uniform than in the circle

defined by the radius from Figure 29, where in the case of the Greek farms only a narrow angle of the

full circle actually contained farms. To find a reasonable measure for the radius is difficult. As one

could see from Figure 28, the maximum distance between any two farms was 4646 km, so the radius

should not exceed half of this distance by a lot. The reason why beyond this distance the relative

standard deviation of the combined time series increases again is due to the algorithm used for the

radius. If there are many farms in one area, and just one far away, then the average correlation between

the farms is relatively high, and the centre of gravity is close to the cluster of farms, even though the

maximum distance increases. Taking the average distance between the farms does not help, either.

Nonetheless, two effects are clear in Figure 31: the variation of relative standard deviations gets lower

with the number of farms included, and there is a trend to lower standard deviation with increasing

distance between the farms.

���� 3URSHUWLHV�RI�WKH�DYHUDJHG�WLPH�VHULHV

In the next chapter, the effects of the smoothing of time series on the electrical grid of Europe will be

examined. To this end, three different time series are compared (see chapter 3.6). To assess the merits of

a very good farm, but without the smoothing effects, the series from Malin Head/IE was used. The other

two are similar in their set-up: the series called Average is an average of all time series that were

available, even those lacking a significant amount of data. Since the production at some sites was

deemed not economically viable, a third series was done, largely drawing from the same area, but taking

only series with more than 2000 full load hours into account. The rationale behind this was that these

would be the sites that first see investment in wind energy. This time series will be called Selection in

the following.

Below is a table with the main parameters for the three wind power data sets used:

7DEOH� ��� 3URSHUWLHV� RI� WKH� (XURSHDQ� WLPH� VHULHV�� σ is the Standard Deviation of the

resulting time series, σUHO the standard deviation divided by the mean, FLH are the Full Load

Hours, and LF is the Load Factor. Mean, Min, Max and σ are in [kW].

Mean Min Max σ σUHO [%] FLH [h] LF [%]

Average: 1347 94 4085 773 0.57 1934 22.1

Selection: 1850 19 5271 1055 0.57 2657 30.3

Malin Head: 2646 0 6096 2202 0.83 3800 43.4

Note here that the Malin Head time series has by far the highest absolute standard deviation, but also the

highest mean. It also shows a higher relative variation. The relative standard deviation for the Average

and Selection series is identical. This means that the smoothing effects for both series are very similar,

while the difference for the Selection time series is the higher production during that year. In that way,

the differences between the Selection and Average series can be taken as a measure for the sensitivity to

variations in power generation for the same installed capacity, leaving the relative variation the same.

Actually, the variation is slightly different, since most of the good sites were close to the sea, where

predominantly the wind systems from the Atlantic were prevailing. In the Average series, more inland
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sites are taken into account, where the local effects play a larger role. Note also that due to the higher

winds in the Selection series, these sites have higher weight in the Average series.

Here are some properties of the European Average wind profile: Maximum power generated was 4086

kW on December 26 1990 at 1100 hours, minimum was 94 kW on October 22, 0100 hoursa. It is also

worth noting that neither the full rated capacity nor zero rated output occurs during the year in question.

An important aspect for the ease of integration of varying energy sources is the rate of variation. (J,

hydropower has only been able to achieve the good status it has among utilities, because the time scales

of variations are in the order of days or weeks, and hence easy to adapt to and much longer than most of

the other time scales a utility has to deal with. Load variations are on a time scale of minutes or hoursb,

power plant failures have time scales of seconds or minutes, and getting new plant on-line takes hours.

Only building new plant has much longer time scales, with anything between some months for a smaller

gas turbine to many years for a nuclear station. Hydro power, having mostly only seasonal variation, is

well suited to the task of providing a customers load. Wind power, on the other hand, will need some

serious averaging effects to make it to the status of firm power. Again, the distribution of generation

over a large area comes to the rescue.

Figure 32 and Figure 33 illustrate this fact. The graphs are to be read as follows: on the x-axis, the

change from one hour to the next hour is plotted (in Figure 33 it is the change on the time scale the

NGM is looking at, namely 8 hours), while on the y-axis the probability density for this change can be

read. This HJ means that there is a 37% probability that the next hours output of the European average is

within 1.6% of its value now, while there is a 1.6% (cumulative) probability that the output from Malin

Head will decrease by 20% or more. These percentages are calculated against the installed capacity, so

small changes at low levels do not lead to large percentage swings. An interesting feature can be seen in

the Malin Head time series, especially for the 8-hour horizon: for rather small changes in power output

the probability suddenly jumps up. This can be explained with the features of the power curve. Since the

wind at Malin Head varies quite frequently in the plateau part of the power curve, the changes in wind

do not translate to changes in power output. In general, the variation from one hour to the next is much

lower than on an 8-hour time scale. Beware that these probability densities were calculated based on one

year only. Refer to Figure 11 for the variability of the autocorrelation for various years.

In this chapter, we have seen how the distribution of wind energy generation all over Europe is

beneficial for the smoothing of the resulting power output. The cross-correlation decreases with

distance, to values close to zero for about 3000 km distance. This leads to a reduced relative variability

in the averaged time series. The time scales of the variations are significantly reduced as well.

Furthermore, the minimum generation averaged over all of Europe is about 1.5% of the installed

capacity.

                                                
a In fact, maximum generation was 4415 kW at 1200 hours on December 19, 1991, but since the NGM only takes one year as

an input, the last December was omitted.

b A quite prominent example was during the Euro’96 football championships, when in England after the semifinal England-

Germany a sudden increase of about 1 GW demand could be logged within some 20 min. Germany had won in the penalties,

and everyone needed a tea to calm down, most of which were brewed with an electrical kettle.
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��� &DSDFLW\�HIIHFWV�RI�ZLQG�HQHUJ\�LQ�(XURSH

���� ,QWURGXFWLRQ

In the chapters leading to this page, we have seen that the resource can be predicted quite well, even

though predictions only make a difference for high penetrations, and that the distribution of generation

smoothes the output. A nice side effect of the smoothing is that a less varying time series is also easier

to predict. In this chapter we will make use of all things learned so far. Let me start by briefly rehashing

the motivation.

Wind energy is currently the fastest growing energy source in a number of countries [95]. Nevertheless,

even though it reached quite sizeable local penetrations, the overall impact of wind energy in Europe has

not been really visible. This chapter will try to answer some of the questions arising from higher

penetration of wind energy in Europe.

Two questions are rather strongly disputed in the utility world: How can we integrate a lot of this

variable resource, and how much conventional power plant is no longer needed due to the installation of

wind power? These questions are important for the standing of wind energy and, together with the price

of wind energy, will determine whether wind energy is seen as a viable option for large-scale electricity

generation. Up to now, most people (and especially most utilities) believe that wind energy can not

contribute to the firm generating capacity of the grida. While this can be so for a single turbine which

can be running at full output or not at all, this is no longer true when looking at many turbines

distributed over a large area, HJ Europe. Parties interested in this answer could be utilities with the task

of running a high-penetration grid, or politicians trying to decide on a fair payment for wind power.

The ability of a grid to accommodate a variable power source is highly dependent on the relative time

scales involved. If the grid operator has many fast power plants available, then more variable generation

can be dealt with. Fast in this context refers to the time scales involved: while one wind turbine can

have gradients from 100% to 0% within a few seconds (in the case of a safety stop due to a passing

storm), this does not hold true for dispersed turbines, where the storm front will hit at different times

and in different magnitude. Hence, the time scales of wind energy get longer with a higher dispersion of

the generation. Longer time scales mean better ease of integration into the existing power plant mix.

Connected to this is the question of whether wind power generation can be counted upon at all times, or

whether conventional power plants have to be on standby, increasing the cost for the grid operator.

Some other answers to less disputed questions will be given along the way, such as the potential for

wind energy in the existing grid, the reasonable penetration for wind energy, and the economic savings

attainable through the use of wind energy.

                                                
a This refers to letters to the editor in the Frankfurter Allgemeine Zeitung over the last few years. Every other time the topic

of wind energy is in the news, someone will write in and claim that it is an unreliable resource, and to account for the

unreliability there has to be the same amount of spinning reserve in the grid. This spinning reserve would then have to be

taken as the ecological and economical backpack of wind energy.
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���� 'HILQLWLRQV�DQG�WHUPLQRORJ\

In this section, some of the terms used in the rest of the chapter will be introduced.

,QVWDOOHG�&DSDFLW\ refers to the nameplate capacity of the turbine multiplied by the number of turbines.

3HQHWUDWLRQ is the percentage of installed wind energy capacity in the grid. Occasionally, penetration is

also used to denote the percentage of load served by wind energy. Note that in the following the

additionally installed capacity is used, scaled as a percentage of the existing grid, as opposed to a proper

penetration figure; the reason is an easier batch routine set-up. When not discussing values, the terms

penetration and additionally installed wind capacity might be used interchangeably.

/RDG�is here used for the demand on the electricity grid.

/RDG�)DFWRU (LF, also known as &DSDFLW\�)DFWRU) is the percentage of power production as a fraction

of the nameplate capacity of the wind energy conversion system. This can be the instantaneous value,

but often will be the yearly mean. The latter can also be expressed as )XOO�/RDG�+RXUV (FLH) via a

multiplication with 8760. Typical values are 20-30%, or 1500-3000 FLH respectively. The current mean

capacity factor is 0.23-0.25 (or 1750-2000 FLH) [95].

The easier one to assess of the capacity effects of wind energy in the grid is the ILUP�FDSDFLW\. This is

the fraction of installed wind capacity that either is online at all times or with a probability similar to the

availability of a fossil fuel power plant. Fossil fuel plant availabilities seem to have large scatter in the

literature. The CEGB used 79-92% [104], while Bernow HW�DO used 84% [101], quoting the US national

average for the forced outage rate as 12.4% and the maintenance outage rate as 13.6%. The firm

capacity might also be expressed as an absolute value, but similarly to the LF, the fraction is usually

more meaningful. This value can be assessed comparatively easily from pure wind data - in fact, this

more or less has been done by Landberg [77]. According to this paper, wind turbines will only in 2% of

all cases not produce power anywhere in Europe. However, we have seen in Table 3 that using the same

data it is possible to come to different conclusions.

The &DSDFLW\� &UHGLW (CC) assigned to a regenerative conversion plant is the fraction of installed

(regenerative) capacity by which the conventional power generation capacity can be reduced without

affecting the loss of load probability [96, 97].

/RVV� 2I� /RDG� 3UREDELOLW\ (LOLP) is the probability that a /RVV� 2I� /RDG� (YHQW (LOLE) occurs.

Typically, system operators aim for 1 event in 10 years (or better, of course). For the LOLP, the match

between resource and demand is decisive, as well as the response times of the existing power plants.

Power supply systems with a high percentage of storage (HJ pump storage) can accommodate higher

penetrations of wind energy than supply systems consisting solely of nuclear and coal fired plants.

���� 3UHYLRXV�ZRUNV

While many studies on wind energy in Europe and the capacity credit of wind energy have been made,

none so far has looked at a common European grid. At the end of this section, a short summary of the

lessons learned will be given.

Selzer [98] showed that Europe’s electricity needs could be met with wind energy a few times over.

However, the integration into the grid set technical limits for the possible penetration due to the fixed

regime of nuclear and cogeneration plant: at high wind energy generation and low demand, some of the
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wind energy has to be discarded, if not enough storage capacity is available. Based on four national

studies, he estimated that the available storage capacity facilitates 10-20% of the demand covered by

wind energy. As well, with the proper operational strategies for the conventional power plants, the rate

of acceptance could rise from 8% of peak demand to up to 30%.

Even from the early stages of development the capacity credit of wind energy has received attention by

researchers. A short overview over early results can be found in Diesendorf HW�DO [99]. Let me quote a

few main points also found in other publications: for small contributions of wind energy (<5% of total

demand), wind energy’s capacity credit is roughly equal to the average wind power. (However, this is

only true on average - see chapter 0.) At large penetrations (>40% generation), the capacity credit tends

towards a constant value determined by the loss-of-load probability without wind energy and the

probability of zero wind power. A grid composed of few large power plants attributes a higher capacity

credit to wind than one composed of many small units. Dispersion of wind power can raise the capacity

credit about 20% over its value for just one site. A good correlation between wind power and demand

can lift the capacity credit by about 20%. Even though these results were derived with relatively simple

tools, and though the actual numbers will most likely depend on a number of factors pertaining to the

local circumstances, most of the results are still valid.

In a study for the Cape Cod service area, Johanson and Goldenblatt [100] concluded that it is necessary

to utilise hourly wind and load data to establish the value of wind power to the utility. The monetary

value to the utility of each added turbine is less than the last turbine, since every turbine replaces power

plant further down in the merit order, LH the replaced plant has lower fuel cost than the one replaced

before that. This is a quite interesting point for the economic assessment of wind power: for a given

price of turbine, there is an optimum penetration of wind power in the existing grid. Reoptimizing the

plant mix after the inclusion of wind power, more peaking and less base plant was found to be optimal

in comparison to the case without wind power. When comparing this mode to a pure fuel saver mode,

where the conventional plant still runs as spinning reserve, a larger capacity credit can be achieved, and

more money is saved by the utility on fuel and investment. However, for rather small penetration the

difference in value for the utility of the two modes was negligible, and only after installing a wind

power capacity of 5% of the peak load, did the reoptimisation step yield higher savings.

Bernow HW�DO [101] used the ELFIN model for the case of a small utility in the mid-west US, and again

found the capacity credit to decrease with penetration. The percentage figures for penetration were

scaled by the peak load. They explicitly analysed the benefits of adding another site for diversity of the

resource. While for just one good site the capacity credit decreased from up to 100% for nearly zero

penetration to 40% at 20% penetration, adding another site decreased the initial capacity credit to

between 60 and 80%, but kept it above the single site CC at 20% with 45-60%.

One of the largest studies of the potential benefits in all national electricity grids in Europe was the

Wind Power Penetration Study sponsored by the EU Commission. During this study, the capacity credit

was assessed for each of the then 12 countries of the EU.

In the Irish study [102], the capacity credit was assessed with a LOLE method for one single farm and

for a collection of farms separately. The capacity credit for the single farm saturated at about 200 MW

of wind generators installed (in a grid consisting of 3800 MW generation capability), while for the
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collection of sites the reduced variability allowed capacity credit increases up to about 350 MW. Again,

the relative capacity credit dropped from over 30% for both options (slightly higher with the one farm

for very low penetration) to 9% (collection) and 5%  (single site) at 4000 MW installed wind power. An

early study on wind energy in Ireland [103] concluded that the high contribution of base load plant in

the grid of the ESB (43%) lead to a high proportion of wasted wind energy, since the fixed regime of the

base load plant had already all the demand covered. A wind energy installation generating 15% of the

total demand would waste 50%. Reducing the amount of base load plant, the losses were greatly

reduced (ca 10% at the same level of installation when using only 20% base load plant). Another

conclusion was that smaller generator sets for the same rotor size could lead to a greater rejection of

available power as penetration increases, since the load factor of the turbines increases. For a percentage

of 5% of the total demand covered by wind energy, they found a capacity factor of 52% of the installed

wind capacity for turbines having rated/mean wind speed ratios of 1.5, while for the more typical case of

2 they still had a capacity credit of 24%. This dropped to 21 and 7 %, respectively, for 35% of demand

covered. From a load duration curve $QVDW] they found that the demand for peaking plant (gas turbines)

would rise by 92%, while the need for base plant would decline by 39% (at 35% demand covered by

wind).

For the CEGB system (England and Wales) [104], penetrations of 2, 5, 10 and 15% of wind energy

netted capacity credits of 31, 25.6, 19.4 and 15.6% of the installed capacity. However, these numbers

are not quite comparable with each other, since for a penetration up to 5% all installed capacity was

thought to be erected on land with a capacity factor of 34%, while from that point on wind energy

capacity was being built off-shore, with an accordingly higher load factor of 44.8%. Hence, for very

small penetrations the capacity credit reached the average load factor. These load factors are for the

high-load period in winter; the annual load factors were 25.1 and 35.1%, respectively. At that stage,

Lipman HW�DO [105] had already shown for the England and Wales grid that quite large amounts of wind

energy (up to 30% of demand covered) could be integrated there without incurring large fuel penalties

from having to cover for outages with spinning reserve.

In the Portuguese case [106], for additionally installed wind power capacities of 7.8, 18.7 and 30.6%,

respectively, capacity credits of 36.5, 28.9 and 22.9% of the installed wind power capacity were found,

measured against a coal fired power plant with a forced outage probability of 17.3%. These capacity

credits are relatively high, which reflects the high amount of hydropower with reservoirs (2000 MW out

of 6300 MW total installed capacity) in the Portuguese system. The integration of wind energy also

leads to significant amounts of avoided pollutants.

Quite similar results were found in Denmark [107]: at penetrations of 5, 10 and 15%, the capacity

credits were 30, 25 and 20% of the installed wind power capacity, respectively. This was compared to a

previous study [108], which had found a capacity credit of 23, 16 and 11%, respectively. They attributed

the difference to the "much better capacity situation" assumed in the older study.

The high end of the scale is also found in Greece [109]: for 2.5, 5, 10 and 15% penetration the capacity

credit calculated was 38, 27, 20 and 17%, respectively. The reason for these high numbers is the very

high assumed wind energy generation from the turbines: at these penetrations, the load factors were

49.5, 45, 41.3, and 32.3%, respectively. This decrease reflects the economic decisions of wind farm
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developers to start with the most promising sites and then subsequently to spread to sites with lesser

resource. An interesting by-result was that using wind energy in energy saving mode, leaving the

replaced plant operational, facilitated higher monetary savings than in capacity credit mode, even

including O&M of the plant and investment cost. This is because in the optimised power plant mix

including wind energy, the energy savings come mainly from relatively cheap imported coal, while in

the existing plant mix wind energy replaced generation from the more expensive fuel oil.

For the Netherlands [110], a previous study had shown the possibility to integrate wind power from

1000 to 1600 MW installed capacity (in a grid of about 16 GW) without recourse to storage and without

significant amounts of wind power discarded. In their case, most of the energy from wind replaced

energy produced in base load plant. At 1000 MW installed wind power the remaining variations in

power output of minutely values even on a scale of 30 minutes are significant: a change of 500 MW has

a frequency of just under 1‰. However, van Wijk HW� DO [111] did a rather extensive study of the

potential power production in the Netherlands, identifying potential sites and using representative

meteorological data from 11 sites. They found annual load factors between 19% and 26% in a 10-year

period. The maximum output attained was 94.5% of the installed capacity (barring maintenance and

forced outages). Some of the losses were attributed to wake losses. They also found that the difference

in wind power production between two successive hours never exceeded 40% in the 10-year period

analysed. No reason for this discrepancy could be found from the two studies. Also for the Netherlands,

Halberg [112] assumed a capacity credit of 20% for 5% of demand covered, while he saw it dropping to

13% at 15% contribution.

Using a PreussenElektra model, Consulectra found for Germany [113] a capacity credit of 15% at 10%

penetration. However, just using the coldest days of the year, the capacity credit dropped to only 6.7%.

This feels peculiar, since usually the winds in winter are strongest. They also show a generation duration

curve for one site in Ostfriesland (Esens), where the curve for the coldest days shows zero generation in

more than 50% of the time, while in only 30% of all times during the whole year no generation was

found. Earlier, Jarass [114] had shown that a cluster of wind parks on the German coast has a

significantly smaller capacity credit when feeding into the (smaller) coastal grid compared to feeding

into the grid of all (Western) Germany. The same number of wind power plants distributed over all of

Germany displaced even more conventional capacity: 23% at 15% of the total demand covered from

wind energy.

Another result not quite fitting the overall picture comes from Spain [115]: the capacity credit is

calculated as less expansion between 1993 and 2000, and is 10, 16.8, 15 and 15.6% of installed wind

capacity for 1.5, 5, 10 and 15% penetration. Surprisingly, the capacity credit is not monotonously

decreasing, as was the case with most other countries. The reason could be the discretisation of power

plants being replaced: at 1.5% penetration, wind power replaces 1 plant of 92 MW, while at 5% it

replaces 2 plant with 550 MW. Therefore, the capacity credit is dependent in their calculations on the

expansion plan assumed. All the capacity replaced was newly to be built power plant running on

imported coal.

The case of Italy [116] is special, since the resource is good enough for exploitation only in a few

selected regions. Hence, the target penetrations were only achieved in relation to the electrical grid in
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the region. As well, their value for the capacity credit was well below the ones found by the other teams

(22.6% at 0.5% national penetration, corresponding to 2.5% penetration in the windy regions).

Fischedick and Kaltschmitt [117, 118] assessed the potential for wind energy in the German Land of

Baden-Württemberg by using hourly data from 7 stations and spatially interpolating the wind power for

every region. Taking the technical potential into account, about 5-8% of the electricity demand of the

Land could be delivered by wind energy. Analysing the case of a smaller utility with a high percentage

of pump storage, they found  that the optimal use of wind power is made with a plant mix of small

power plants embedded in a grid with large storage capability. However, their result differs from most

other results in that wind power mainly replaces power plants in the medium and peak load segment,

and nearly none in the base load segment. This could be connected to their rather low load factor for

wind energy generation (21.2 and 15.2% for low and medium/high penetration, respectively).

High wind energy penetration was first examined for the case of island grids, where the installed

capacity is typically relatively low. A sizeable proportion of wind power is therefore already achieved

with few turbines. Papadopoulos HW�DO [119] investigated the cases of Crete and Hios, two Greek islands.

They found very high wind power gradients from one minute to the next (up to -62.2% for one farm,

and -38.3% for three farms on three islands of the Cyclades group, approx. 40km of each other). They

concluded that high wind penetrations in large island could be achieved, as long as the power system as

a whole is designed to deal with large wind power fluctuations. A common dispatch centre and wind

energy forecasts were deemed essential.

Saramourtsis HW� DO [120] showed for the Greek island of Syros that the percentage of wind energy

generation accepted into the grid highly depends on the maximum fraction of wind allowed into the grid

at any given time. With a 10% limit, the permitted wind energy already trails off for a penetration of

3%, while with a limit of 50%, discarding wind energy only starts significantly at more than 10%

penetration. This low attainable penetration might have two reasons: for one, the wind power generation

at the different turbine sites was assumed to be identical for all wind turbines, and the available

generation consisted of just 5 large Diesel sets, which might be oversized (for reasons of reliability) in

relation to the actual load.

Hansen and Tande [121] showed that the modelling approach used for low penetration studies is valid

as well at higher penetration. With this aim they did a sensitivity analysis for 2.5 and 25% penetration

for the case of Praia, the capital of the Cap Verde islands, and showed that most parameters did not

heavily influence the levelised production cost for the whole energy system, even though the variation

width was slightly higher with higher penetration. The only factor to strongly influence the economics

of the wind power development was the average wind speed at the site in question. The also claim [122]

that for small numbers of wind turbines, the assigned capacity credit has to be reduced due to the

fluctuations in output.

Using Markov chain modelling, Torre HW� DO [123] set by the limits of wind energy penetration for

Corsica/FR to 30%. However, this was highly dependent on the ratio between installed capacity and

peak load. The 30% limit was reached at 70% ratio, while for 80 and 90% nearly no wind energy could

be integrated, and for lower ratios, wind energy could easily be integrated up to much higher

penetrations.
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The network strengthening properties of distributed generation are especially apparent in remote areas

with weak networks and high resources. In rural India HJ [124], building high power grids is rather

expensive, while area for renewable generation is not an issue.

Lakkoju [125] generated joint distributed probability density functions for the combined generation of

offshore wind power with onshore wave power devices. The combination yielded a higher probability

for generation at medium and high output than the two generation options alone.

The integration of variable sources of energy can also be tackled from the demand side as demand side

management. When the demand can react according to the wind power offered, more of the variable

source can be used to supply demand. Simple appliances on the residential customers side where the

demand can be shifted for at least a few hours include washing machines, dish washers, freezers and hot

water preparation. Most other appliances have only very limited shifting potential (read: shorter than

one hour), such as refrigerators or space heating.

The influence of variable pricing on residential customers was assessed in a Finnish experiment [126].

The idea is that if customers are getting clear signals on the actual price of electricity, they can shift

some of their loads from peak hours to off-peak hours. They found that only about a quarter of all

customers reacted strongly on the variable pricing, hence the potential seems to be limited.

Having access to electricity at varying market prices, the savings possible for electrical cars were

estimated by Nielsen HW�DO [4] to be in the range of 11 ¼�D��7KHUHIRUH��WKH�LQFHQWLYH�JLYHQ�LV�YHU\�ORZ�

One study deserves to be singled out, since most of the problems laid out in this work were already

tackled therein: the dissertation of Robert Steinberger-Willms [127]. In comparison to my study, he also

looked at an energy supply from solar energy, including solar power from solar thermal power plants in

northern Africa transported via HVDC. For the wind part he worked with just 5 hourly time series from

northern Germany. He could show that even with just the 5 time series together, the frequency spectrum

was nearly one order of magnitude lower than for just one park at frequencies of 1/6h. This means that

the spatial averaging especially takes out the short-time variations in the resulting time series. He could

show that due to the stochastic nature of the wind generation (on a time scale comparable with the load

variations, that is, intraday), high penetrations of wind power replace base load plant, while the good

match between peak load and peak generation has solar power replacing predominantly peak load plant.

The available energy storage does not need to be large to be of great benefit for a renewable generation

system: even 3 hours worth of storagea allow renewable energy to replace much more conventionally

generated electricity than without, and the additional benefits already trail off significantly at 12 hours.

However, this is calculated for renewable penetrations of up to 1, using 10 times as much energy from

solar than from wind powerb. The surplus energy from renewable generators was highly dependent on

the amount of base load plant. At high penetrations, much energy had to be discarded when 25% of the

power plant mix was base load running on a fixed regime; this lead to the conclusion that high

penetrations of renewables demanded a reoptimisation of the existing conventional power plant mix.

                                                
a Read: a storage system being able to cover the average demand for three hours.

b This was modelled after the resource available in Germany. A penetration of 1 means a system completely running on wind

and solar energy.
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Let me summarise this: Wind energy has a capacity credit. This is depending (among other things) on

the load factor and the penetration. The capacity credit tends to decrease from approximately the load

factor for small penetrations to some 10-15% at high penetrations. It is highly dependent on the

electrical system used for comparison, especially the amount of storage possibility and the match of load

and demand. A proper assessment needs hourly load and wind power time series. Wind energy

predominantly replaces base load plant, since more flexibility in the system is needed to accommodate

wind energy. Base load plant cannot be regulated, and is therefore detrimental to wind power

integrability.

In the following, a common European grid will be investigated, some problems in the capacity credit

assessment with time domain models will be illuminated, and some ways to circumvent them.

���� %HQHILWV�RI�GLVWULEXWHG�SURGXFWLRQ

The time series analysed in chapter 6.3 will now be used as input for the National Grid Model. The

inner workings of the model have been laid out in section 2.7. Here a short summary of the analysis

performed by the model. The European load time series, plant mix and fuel cost discussed in 3.7 is used

as input, together with the three time series discussed in the previous chapter. These were a European

Average production, another time series of distributed generation, but only using a Selection of sites

with good resource, and the single time series with the highest generation (Malin Head). The scheduling

algorithm in the NGM tries to match this demand time series hour for hour with the given power plants

and the available wind energy. The wind time series are multiplied with a factor yielding a multiple of

2745 MW installed capacity, which is somewhat below 1% of the installed capacity of the conventional

grid. The conventional plant mix consists of some 3000 power stations with an installed base capacity of

close to 350 GW.

The National Grid Model essentially calculates the minimum spinning reserve requirement (using

minimum fossil fuel cost as the quality function) so that no loss of load events occur in a given time

period. This minimisation of fossil fuel use also leads to other environmental benefits, such as less air

pollution and less CO2 emissions. In order to assess the benefits of wind energy for the grid, wind

energy is added from 0 to about 80% additionally installed capacity. This corresponds to 45%

penetration. The total cost of fossil fuel for one year is chosen as an output variable. In the European

grid analysed here, the total cost for fossil fuel for one year without any wind energy is 11.63 G¼�

The main benefit of wind energy in the grid is that it supplants fossil fuels. However, while at small

penetrations of wind energy this benefit scales practically linearly with the generated wind power

production, two additional effects appear at higher penetrations. Small penetration here is where the

variations of the wind energy are the same magnitude as the load uncertainty (about 1.5% of the load).

The first of these effects (Figure 34) leads to significant amounts of discarded wind energy at high

penetrations. The ability of the grid to accommodate the wind power production is limited by the power

plants that can not reasonably be regulated, like nuclear plant, or have preference over wind energy (like

hydropower), or are insufficiently flexible like thermal plant at minimum load factor. If in this case

some fraction of wind energy already is enough to cover the demand, the remainder has to be discarded.
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)LJXUH�����'LVFDUGHG�ZLQG�HQHUJ\�SURGXFWLRQ��This figure shows the percentage of wind

energy that is not accepted into the grid, as a function of the generated wind energy, which is

scaled as a percentage of the total demand. Persistence and Perfect are the two forecasting

options. The Selection series was omitted; it behaves mainly like the Average series, though

it is longer.

It is easy to see that for small penetrations, nearly no wind energy has to be discarded, while at higher

penetrations the percentage of discarded wind energy rises strongly. This result also shows that wind

energy can be integrated to about 15% of covered demand with just 10% of wind energy wasted due to

the assumptions built into the model. This is only valid for the averaged time series - Malin Head

already wastes 10% at about 10% of demand covered. For perfect forecasting the result becomes even

better: nearly 20% of the total electricity demand can be covered before 10% of the wind power

production has to be dumped. Using perfect forecasting for Malin Head, the result is 12.5%. The

difference in the forecasting algorithms is due to a slightly different effect than the reason given before

for discarding wind energy. Not only the base load plant is regarded as fixed; if steam plant is already

regulated down to its minimum in the scheduling process for the next hour, it cannot be dropped from

service, if the wind is exceeding the forecast. Therefore, the excess wind power has to be discarded, too.

Discarding 10% of the generated wind energy may sound like a lot - but it is not, due to the assumptions

made in the NGM. In this case, the unmodelled reservoir-fed hydropower will take most of the energy

provided. Of the about 100 GW installed in Europe, about half is hydropower generators connected to

some kind of reservoir. At the very least, it is capable of holding back some generation for a few hours,

though typically the time scale should be weeks. Therefore, most of the energy here would not be

produced at once by hydropower, but deferred for later use. Figure 34 tells us that good forecasting

combined with a low variance wind production leads to a better integrable resource, while high

variability and bad forecasting leads to much wasted wind energy. We can also see from the graph that
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Malin Head has both the highest generation and the highest percentage of discarded energy. Taking both

effects together, this leads to Malin Head not serving most energy to the grid - it is the Selection time

series, which has higher generation than the Average series at the same installed capacity, but nearly the

same smoothing effects due to the distribution of generation. This can HJ be seen in the inset of Figure

36: the Selection series goes furthest to the right, also facilitating the largest fossil fuel savings.

The other effect leading to less than linear fossil fuel savings is less easy to understand. This is shown in

Figure 35. As more and more wind energy is added to the grid, the spinning reserve (see section 2.7) has

to increase, since the extra insecurity of the wind energy generation has to be accounted for in order not

to have a loss-of-load-event. This spinning reserve however has to be delivered by less and less fossil

fuel power plants (as we will see in the next chapter). Herewith it leads to a lower average load factor

for the remaining fossil fuel plants. Keep in mind that the minimum part-loading of fossil power stations

assumed in the NGM is 50%.
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In Figure 36 we see that for small penetrations the possible savings correlate with the amount of wind

energy produced and fed into the network. The shape of the graphs in Figure 36 is determined by the

two effects pointed out in the foregoing paragraphs, the discarding of wind energy, and the operating

penalty due to reduced load factor of the remaining fossil fuel plant. Actually, at high penetrations the

fuel savings correlate with low variability of the time series and high forecast accuracy - the highest

savings for very high penetrations are attainable with a mixture of perfect forecasting and high wind

energy generation. All the data points (except the first four) of the different graphs are equidistant in

installed wind capacity. The saturation effects for high variability of the input, coupled with bad

forecasting (Persist, Malin Head), are clearly visible, even though in no case it reaches full saturation.

Note that the spread between the forecasting methods is larger for more variable wind energy

generation. In the inset in Figure 36 we see that indeed the fossil fuel savings scale with the amount of
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wind energy admitted to the network. If we now look up in the inset the savings possible at 20% of

demand covered for perfect forecasting and the Average series, we find that about 7 G¼� IXHO�FRVW� IRU

fossil fuels can be saved by wind energy. This corresponds to 60% of the total fossil fuel cost without

wind energy. Using these figures, we can assess the value of wind power at that penetration in pure fuel

saver mode to 7G¼�����
����7:K�≈2.2¼F�N:K�
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)LJXUH� ���� )RVVLO� IXHO� FRVW� IRU� GLIIHUHQW� ZLQG� HQHUJ\� SURGXFWLRQ��The x-axis denotes

wind energy produced by the simulated turbines, scaled to the total load. In the inset, the

same graph is shown as a function of the amount of wind energy, which is actually admitted

to the system. The red lines in the inset come from the Selection time series.

���� 5HSODFHG�IRVVLO�IXHO�FDSDFLW\���WKH�VLQJOH�HYHQW�SUREOHP

For the assessment of a capacity credit, the replacement of conventional power plant by wind power

should be investigated. Since the NGM does not take forced or scheduled outages into account, a proper

capacity credit assessment based on the calculation of LOLP is not possible with the NGM. It is

however possible to ask the NGM how many fossil fuel plants were not used during the run. In the

following, this will be called the unused fossil fuel capacity. If we assume that with the high number of

conventional plant in the grid, the outages of single plants are averaging each other out, then we can use

the unused fossil fuel capacity as at least some measure of the capacity credit. The unused fossil fuel

capacity is the capacity used at zero penetration minus the capacity used at higher penetration. Since the

unused capacity conceptually corresponds to the firm capacity of the replaced fossil fuel plant, and not

to the installed capacity [see HJ 102], a first order approximation of the capacity credit should then be

the unused_fossil_fuel_capacity/reference_plant_availability. Milligan [128] and Jarass [114] point out

the difference between a proper capacity credit assessment and this shortcut, since also the effective firm

capacity of a fossil fuel plant is dependent on the details of the other already installed power stations in
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the grid. In the literature outage probabilities are hard to find, and the values have a quite wide scatter

from about 5 to 25% [104, 129]. Bernow quotes a national average in the US for forced outages of

12.4% [101]. Therefore, whatever is assumed as a forced outage probability of the plant wind energy is

replacing, the unused capacity shown here should be increased accordingly. In Figure 37 the unused

steam and gas turbine capacity is given.
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)LJXUH�����8QXVHG�IRVVLO�IXHO�FDSDFLW\�IRU�WKH�6HOHFWLRQ�WLPH�VHULHV��The dashed lines are

just to guide the eye: the first having a slope of 60%, while the other is 15%.

For reasons of clarity, only the result for the probable wind sites is given here (the Selection time series),

but the result for the EU averaged series looks very similar, while the Malin Head result comes back to

near zero at about 50 GW installed. In Figure 37 we can easily distinguish two regions: one for up to

about 5% of the total electricity demand covered by wind energy, with a rather steep slope, and another

domain for higher penetration. The steep slope in the beginning is 60%, meaning that the capacity credit

for wind energy is more than 60% of the installed capacity. This value seems rather high, when the load

factor of the wind time series is only 30%. Especially since the result is identical for the EU-Averaged

series, which has an overall load factor of only 22%.

It had been pointed out before [130, 131] that the LOLP $QVDW] used with a chronological model like the

NGM is highly sensitive to single events. Hence, it is required to look at it in more detail on a day-by-

day basis. The most reasonable place to look for a single event which could influence the common

behaviour of all the time series is the day with the highest load and hence the highest demand on fossil

fuel plant. The model time step with the highest fossil fuel usage occurs at hour 1628, seen in Figure 38.

Here, we find the reason for this extraordinary number: the wind power at this point is 3918.4 kW, one

of the highest values overall, or equivalent to 64.2% of the installed wind power capacity.
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So why does this value get so much smaller when installing over 15 GW of wind capacity? The answer,

again, can be found in the details of the time series: at about 15 GW installed capacity, the wind power

production is just enough to cover so much of the demand on hour 1628, that another hour takes over as

the hour with the highest fossil fuel demand. This behaviour is illustrated in Table 4:

7DEOH����:LQG�SRZHU�DQG�IRVVLO�IXHO�ORDG�RQ�VHOHFWHG�GD\V� Days in bold are the days with

the highest demand of fossil fuel plant.

Added Wind Capacity [GW] Day Wind Power [GWh] Fossil output [GWh]

0 �� 0 3995

2.745 �� 36 3960

8.235 �� 108 3887

13.725 �� 179 3814

27.45 �� 359 3635

62 359 3338

69 1076 293682.35

�� 206 3544

137.25 �� 343 3390

In this table we see that day 69 has been overtaken by day 75 as the day with the highest demand for

fossil fuel electricity generation. On this day, the wind power output was down to only 11.9 % LF. This

is the slope we found in Figure 37 for the higher installed capacity part.

A change was then introduced to get a more accurate representation of the nuclear plant strategy. In the

previous graph, nuclear plant was supposed to have a higher efficiency in winter than in summer, since

the Carnot cycle of the turbines has a better thermal efficiency if the lower temperature of the cycle is
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lower. Later in the year, the nuclear plants are not delivering so much output. The reason for this set-up

can be traced to the ancestry of the NGM, dating back to the 70ies. However, most modern nuclear plant

run always at 100%, except for the summer months, when demand is low and the plants can be taken

down for three weeks major maintenance and change of fuel rods. This was modelled with a two-month

period in summer, when the nuclear plant contributed with only 70% of its usual amount. The results are

rather different from before, not so much the financial result (which is essentially identical to Figure

36), but the unused fossil fuel capacity (Figure 39).
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Here, as before, the behaviour of the Malin Head time series is completely different from the others.

Based on our previous experiences with single events, we expect to find this here, too – and we do. The

following table gives a good account of the findings for day 75, where the load is rather high, while the

amount of generated wind energy is near zero. Here it is very clear that the spreading out of wind farms

is beneficial for the whole energy system, since the probability for wind energy production near zero is

greatly reduced.

Another clear feature of Figure 39 is that the capacity credit for the other time series is much lower in

the beginning, but stays there throughout the whole addition process of wind capacity. The unused fossil

fuel capacity here is about 15.4% of installed wind power capacity for the selection time series, which

corresponds again to the load factor at the day of the highest fossil demand. In this version, the

determining event occurs at day 55, hour 1316, since here, the nuclear plant did not deliver as much

power as in the previous set-up. Hence, the capacity credit is comparatively poor.
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This result can also be plotted to show the replaced fossil fuel capacity as a percentage of the installed

wind capacity. This is shown in Figure 40. The decrease of displaced capacity with installed capacity is

obvious. The relative capacity effect gets rather low at very high penetrations. One feature of this curve

that is particularly striking is the value above 100% for perfect forecasting of Malin Head. The reason

for this is the discrete plant size of the displaced plants. If a previously only part-loaded plant is

replaced, then the whole plant will count towards the displaced capacity. An additional effect is that

adding wind energy to the grid, the spinning reserve requirement can add an extra margin to the actual

production at the determining hour. Similarly, the optimisation can yield a lower spinning reserve figure

than without wind. Actually, rather low wind energy generation at the hour of highest demand can lead

to a higher overall spinning reserve requirement, therefore also values below zero can happen. We will

see this in the next section.

There is a reason why the incremental capacity credit has to decrease with penetration. Conceptually, the

capacity credit (or rather the unused fossil fuel capacity) is filling up states defined by the load minus
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7DEOH����:LQG�SRZHU�DQG�IRVVLO�IXHO�GHPDQG�ZLWK�WKH�QHZHU�QXFOHDU�VWUDWHJ\�

Added Wind Cap. [GW] Day Load [GWh] Wind Pow [GWh] Fossil Gen [GWh]

�� 5739 59 3657
27.45

75 5619 9 3587

�� 5739 118 3598
54.9

75 5619 19 3578

55 5739 177 3539
82.35

�� 5619 28 3596
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the base load generation. Base load generation is nuclear and hydropower combined. Base load is fixed

in the model, therefore wind power can only replace thermal and other plant. It starts with the deepest

state available (V�, defined as PD[�ORDG�EDVHBORDGBJHQHUDWLRQ�) and fills this state up. The rate at which

this state is filled is determined by the load factor at that hour (OI�). Therefore, with additional wind

capacity the state is going to be filled in until the wind power capacity reaches the point where another

state (V�) takes over. Defining SHQ� as the first amount of newly installed capacity for which another

state takes over, then this is given by

V����OI��
�SHQ�� �V����OI��
�SHQ��

This leads to

SHQ�� ��V��V����OI��OI���

If there is to be another state that takes over, then it has to have a lower load factor. ,H, demanding that

SHQ� is positive, and taking from the definition that V�!V�, it follows that OI��OI�. This argumentation

continues for every following state and load factor accordingly.

This behaviour is exemplified in Figure 39. For the Selection time series, the first state has a relatively

low load factor. Most other similarly deep states seem to have similar or higher load factors. Therefore,

V� can retain its position all the way up to 60% additionally installed capacity (the point at 36% total

demand covered), while then a state with even lower load factor takes over as the determining state,

leading to a correspondingly lower slope. Actually, this picture is not quite right, when we look at

Figure 40. Here we see that the first two values are flat, while only then another value takes the lead for

a long span of installed capacity.

There are two interesting points that can be explained nicely with this state picture. First, the capacity

credit for very small penetrations is determined by the value at the highest load event (actually, the

highest �ORDG� �� EDVHBORDGBJHQHUDWLRQ� event). In other words, if SHQ �, then the relative displaced

capacity is the load factor OI�. This is to say that using a chronological model, the result of the capacity

credit assessment depends on the load factor at the hour with the deepest state. On first glance, the wind

speed and the highest load do not seem correlated. Therefore, the capacity credit of wind energy for

small penetrations is more or less randomly distributed in the same way the wind power generation is

distributed. However, as we will see later in chapter 8, the wind power generation is higher in winter,

when also the load is highest.

There is not much literature on the correlation between wind speed and load. The correlation between

temperature and load is well known and is used by utilities for load forecasting, but the correlation of

temperature with the wind speed or an explicit correlation of wind speed with load has not received

attention. Nevertheless, Nielsen and Madsen [132] analysed the correlation between wind speed,

temperature and electricity demand using 20 years worth of hourly time series from Jutland/DK. They

found a weak correlation between the wind speed and the electricity demand, which was much less

pronounced than the temperature dependency. However, while in the early years (1974-1989) the

correlation was slightly positive with wind speed, the higher amount of installed wind power in the grid

reversed the slope of the dependency for the later years. A relation between slope and installed wind

power could be found. Therefore, it can be concluded that the result for the earlier years is

����

����
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representative for the ’real’ dependency, when not considering wind power generation at all. This also

means that there is a slight positive correlation between peak electricity demand and wind speeds. This

dependency was not just an artefact of the correlation of low temperatures and high wind speeds in

winter, since the temperature dependency was modelled explicitly. This could be attributed to the ’chill

factor’ of wind, especially in a region where some houses use electricity for heating.

The other feature explained by the state picture is the behaviour for very large penetrations. Since the

load factor (and therefore the marginal increase of the capacity credit) decreases monotonically, for very

large penetrations it will bottom out at the lowest value. Let SHQ and therefore L→�, then the relative

displaced capacity goes towards the lowest load factor times a constant/SHQ. Therefore, the capacity

credit for large penetrations decreases towards the lowest load factor in the wind power distribution. For

small areas of wind energy generation, this will be zero power. However, as we have seen in Table 3,

for all of Europe the generation stays (slightly) above zero.

Since we now have a random distribution of results, which one is the one that really counts? To assess

this, we have to look at the load data first, to find which periods are likely to contain the important

events. The overall highest demand is found in a seven-week period in winter (Figure 41), ranging from

the second week in January to the third week in February. All the highest events we already encountered

are contained in this period. The variability of the load over many years is quite small – so this seven-

week period should be more or less the same over all years, barring extremely cold winter periods

outside of these seven weeks. Therefore, it is important to learn about the wind in especially this time.

This is also shown in Figure 41. Here, the wind is averaged with a moving average over a whole month,

to give a reasonable amount representative for the period. We see that in this example the wind is quite

strong during the highest load period, giving a load factor of roughly 30% (about 1800 kW production).
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with the highest demand. The kernel window was equivalent to one month (thick smooth

line).
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The dashed lines refer to the 7-week period, while the full lines are the distribution of the

whole year.
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In many cases, only a yearly frequency distribution of the wind will be available. Therefore, it is

important to compare the yearly distribution with the distribution of the wind in the seven-week period

pointed out here. In Figure 42, a frequency distribution analysis has been done for the three wind power

time series, once looking at the whole year and once only at the 7-week high load period. As we might

expect, the case of Malin Head is quite different from the other two averaged series. Both zero output

and full output occur quite frequently, while the middle ground is fairly equally distributed. This points

to the middle ground being run through on the way between full and zero generation without any

particular generation being favoured. However, looking at the Selection and Average series it is

somewhat surprising that the generation during the 7-week period in winter is slightly lower than the

production during the whole year. This can best be seen when comparing the dotted line with the full

line in both graphs. These represent the cumulative frequency. A faster rise of this line means therefore,

that the distribution is shifted to lower values. In most cases, the production during the winter months

should be higher than during the whole year – therefore, this result is surprising. To which extent the

difference is typical or just an extreme case of the one year studied, will be shown in chapter 8.

���� 9DULDWLRQDO�DQDO\VLV

To overcome the single event problem encountered in the previous chapter, in this section the basis of

our analysis should be broadened. This can be done by shifting the wind time series relative to the load

time series. Since the load time series exhibits a diurnal variation, it was decided to only shift the series

by whole days. 13 months of wind data were available, while only 12 are needed for one run of the

NGM. This meant that a shift of up to 31 days could be done without destroying the continuity of the

series. The analysis shown in Figure 43 was done for the target wind capacity of 40 GW laid out by the
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EU commission for 2010 in the white book on renewable energy [133]. In the power plant mix used

here, this corresponds to 11.5% additionally installed wind capacity, or 10.3% penetration.

The variation found in these 30 days is already quite significant. However, the mean unused fossil fuel

capacity is for both persistence and perfect forecasting 16.5% of the installed wind power capacity. The

minimum encountered in this period is 8.5%. The corresponding numbers for the Selection series are

generally higher, but also show larger variation.

If we drop the requirement for an undisturbed time series and allow a wraparound of our data, we can

also shift the data for more (padding non-existing data in the winter with data from the other end). This

was done here for ±50 days, since using even more days, the synchronicity of the seasons would have

been neglected. Since the variability is not quite well to see in a chronological graph like the one in

Figure 43, for Figure 44 the data has been ordered by decreasing unused capacity using persistence

forecasting. The highest and lowest values are easy to find here. The minimum is at 3.8% and 5.9% for

persistence and perfect forecasting, respectively. The difference between perfect and persistence

forecasting stems here from the different spinning reserve requirements - perfect forecasting facilitates

on average a lower spinning reserve requirement. Since the scheduling of power plants has to take the

spinning reserve into account, the unused fossil fuel capacity is (in the framework of the states

introduced in the previous chapter) calculated against slightly different states. Therefore, perfect

forecasting can slightly improve the result here. For perfect forecasting, the mean is at 17%, while for

persistence forecasting the average unused capacity is 16.3% of the installed wind capacity. However,

for the Selection series perfect forecasting performs worse on average than persistence forecasting

(19.8% and 20.5%, respectively). The difference seems random, and might be explained with the

different sizes of power plants displaced in the different states.

20 40 60 80 100
0

5

10

15

20

25

30

35

Runs

 Perfect

 Persistence

 Mean Perf

 Mean Pers
U

n
u

se
d

 f
o

ss
il 

fu
e

l c
a

p
a

ci
ty

 [
%

]

)LJXUH�����8QXVHG�IRVVLO�IXHO�FDSDFLW\�IRU�D�YDULDWLRQ�RI�����GD\V�IRU�WKH�$YHUDJH�WLPH

VHULHV�



75

For Figure 45, all the instances of relative displaced capacity have been calculated analogous to Figure

40, using the shifting process and perfect forecasting. The average displaced capacity is plotted together

with the standard deviation of the instances. The explanations given by the state picture are followed

closely for the case of Malin Head: for low penetrations, the mean displaced capacity is close to the

average load factor, while the scatter is very large. For high penetration instead, the mean displaced

capacity decreases with a low scatter to near zero. For the two other graphs, the behaviour at high

penetration is also explained by the state picture: the Average time series has a higher minimum load

factor than the Selection series (see Table 3). Therefore, at the highest penetrations analysed, the relative

displaced capacity of the Average series is higher than the one of the Selection series. However, the

state picture does not explain the increase in relative displaced capacity. The existence of a maximum

has also been seen in Spain [115] (see p.59). Here, the explanation with the discrete power plant size is

likely, too: the unused fossil fuel capacity for 0.8% newly installed capacity is for the Selection series at

550 MW, a size where one or two typical coal fired power stations are being replaced. In most cases, it

replaces only one, while reducing the load factor of the other. That other one is then still counted as

needed.

���� &RQFOXVLRQV

A capacity credit assessment of wind energy using a chronological model is difficult, since single events

tend to dominate the behaviour of the result. Note that the financial benefits from saved fossil fuel are

largely unaffected. One way to reduce the insecurity of the displaced capacity is to do a variational

analysis, shifting the wind power time series against the load data. Thereby, the variation on a time scale
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the inset, the same graph is shown for small penetrations. Note that the scale in the inset is

logarithmic, for spreading out the calculations done for small penetrations.
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of days is accounted for. The single events most likely to influence the result are in a seven-week period

in January and February, when the load is highest. The wind during that period of the year is therefore

the most important one for the calculation of the capacity credit. The distribution of the wind during the

high-load period is determining the behaviour of the displaced capacity, for small as well as for high

penetrations. Since the wind speeds during a period are important, no single value for a capacity credit

can be given. For large penetrations, it decreases towards a value depending mainly on the minimum

load factor. For the European Average wind analysed here, the unused fossil fuel capacity is about 9%

of the installed wind capacity at 45% penetration. For small penetrations, the relative displaced capacity

will be on average close to the average load factor during the important period. It will scale with the

load factor at the time of the highest demand. This is higher in winter, when also the demand is higher.

There is a positive correlation between wind speed and demand. Therefore, the determining load factor

is higher than the average yearly load factor.

Another result from the analysis is that perfect forecasting does not necessarily lead to a better capacity

credit than persistence forecasting. On the other hand, perfect forecasting allows more wind energy to be

used in the grid. This behaviour is especially pronounced with very variable wind power generation.

For the relatively smooth average production in Europe, 20% of the total demand can be covered, while

discarding 10% of the generated wind energy. This percentage of wind energy could probably be used

up by effects not modelled in the National Grid Model, such as hydropower reservoirs. At this stage,

wind energy would save nearly 60% of the total fossil fuel cost of electricity generation in Europe,

worth close to 7 G¼��7KLV�ZRXOG�JLYH� DQ� HVWLPDWH�RI����¼F�N:K�DV� WKH�ZRUWK�RI�ZLQG�HQHUJ\� LQ� IXHO

saver mode.
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��� 7KH�ORQJ�WHUP���5HDQDO\VLV�'DWD
In the course of the last chapter, the importance of the load factor during the period of the highest load

for a capacity credit assessment has been stressed. In Figure 42 we saw that the winter generation in

1991 was slightly lower than the yearly average. The question is: is this a general feature of the

European wind power generation, or is this a special case in 1990/1991? Ideally, one would use a

measured time series of 10 years or more at the sites in question. The lack of detailed data for more than

one year can be overcome with the use of reanalysis data. See section 3.8 for an explanation. Reanalysis

data was available for 34 years, therefore an assertion can be made regarding the long term effects on

the previous analysis.

In Figure 46, the meteorological data time series is compared to data derived from reanalysis. The

meteorological time series is the Average series from before, while the reanalysis data was similarly

generated. The cross-correlation of the two data sets is 0.87. If used only for sites with more than 2000

FLH (27 in total with reanalysis), the correlation drops to about 0.72. This is about the same correlation

as two wind time series from 200 km apart. The poor spatial resolution of the reanalysis data grid might

be able to explain this, where the average distance between the grid point and the meteorological station

is in that range. Another factor is that numerical weather models cannot perfectly predict the wind at a

given station.
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Met data refers to the averaged time series derived from meteorological data, while Power

from Reanalysis refers to the time series synthesised from reanalysis data. The period is

from Dec 1st, 1990 to Nov 30th, 1991. The full line is equality and just to guide the eye,

while the dashed line is a least squares fit through the data.
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In Figure 47, the cross-correlation coefficient of the reanalysis time series is shown. An exponential fit

to the data yields a decay parameter of 875 km, which is slightly more that in Figure 28. The reason

could be that every data point from reanalysis is a wind characteristic for a large area (ca. 200x200km).

Using a mean wind of 8 m/s, this corresponds to a 5-hour displacement. Therefore, the wind is akin to a

5-hour mean. The values of 1 are from the same time series. Since the nearest grid point was used, in

four cases this meant using the same grid point from the reanalysis grid for two stations close to each

other. It can be concluded that the reanalysis series is approximating reality quite well, although it might

underestimate the variations slightly.

A typical feature of the wind energy production is that in summer wind energy production is much lower

than in winter. The different yearly time series are rolled out in Figure 49. Every point shown here is one

realisation of a wind energy production, as averaged over all Europe, in 34 years. That means, at every

of the 730 time steps available from reanalysis (365 days, two values a day), 34 points are scattered

along the y-axis. More interesting than this cloud of points is the empty area surrounding it. Here, in no

case during the 34 years analysed, production occurred at this level. This is all the area above 90%

generation, and above 70% during the summer months, but also the area below 10% for the winter

months, where only very few cases of low wind are seen. As mentioned before, reanalysis probably

smoothes reality, and therefore the lack of data there should be taken FXP�JUDQR�VDOLV. However, it is a

quite strong indication that values in these areas are rather unlikely.

It can also be seen from this plot that on average, there is a daily variation for the summer months. This

is thermally driven, and since the higher wind is at midday, this coincidence with the cooling need in

Southern Europe with wind is fortunate.
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corresponds to the overall mean power production (identical with the line from Figure 49).

Please note the different y-scales in Figure 49 and here.

Let us now come to the analysis. In Figure 49 we see that the wind power has quite some spread over

the years, and 1991 was a just-below-average year. This means that the analysis done here probably

slightly underestimates the value of wind energy in comparison to the long-term mean. We have also

seen that the important period for a capacity assessment is the 7-week winter period. It could also very

well be that the relation of the wind speed during the winter period to the yearly average wind speed is

not uniform over the years - in fact, this is to be expected.

Figure 50 shows the mean power production for the 7-week period of the highest load. Our reference

year 1991 is actually one of the worst producing winter periods in the whole period. This is even better

accented in Figure 51: Here we see that in the mean the average power production during the 7-week

period in question is 35% higher than during the whole year, while in 1991 this ratio was only 11.9%

better. This is another indication that 1991 was one of the worst years to use for a capacity assessment of

wind energy. In other words, the results presented in the previous chapter should be treated as a worst

case scenario.

The final issue is to do an analysis of the frequency distribution analogous to the one in Figure 42 for the

long-term average. Here, all power generation values of the 34, 7-week periods are used to get the

probability distribution. In Figure 52, which was calculated using the Selection time series, the most

interesting is the again cumulative line: here we find that 95% of all wind power during the highest load

period are above 1180 kW, which translates to a capacity factor of 19.3% of the installed capacity. The

mean is at 2805 kW, or 46% respectively. The corresponding numbers for the Average series are 11.8%

and 23.6%, respectively.



81

y6
5

y6
6

y6
7

y6
8

y6
9

y7
0

y7
1

y7
2

y7
3

y7
4

y7
5

y7
6

y7
7

y7
8

y7
9

y8
0

y8
1

y8
2

y8
3

y8
4

y8
5

y8
6

y8
7

y8
8

y8
9

y9
0

y9
1

y9
2

y9
3

y9
4

y9
5

y9
6

y9
7

y9
8

1.0

1.2

1.4

1.6

1.8

R
a

tio
 M

e
a

n
7

 /
 M

e
a

n
Y

R

Year

 Ratio

)LJXUH�����5DWLR�EHWZHHQ�WKH�PHDQ�SRZHU�SURGXFWLRQ�GXULQJ�WKH���ZHHN�SHULRG�RI�WKH

KLJKHVW� ORDG� DQG� WKH� DYHUDJH� SURGXFWLRQ� GXULQJ� WKH� ZKROH� \HDU��The full line is the

average ratio.

The important point for a capacity credit assessment is the difference in mean power output averaged

over the whole year (a number which can fairly easily be obtained from HJ the internet) and the mean

power output in the seven-week period in question: the overall mean production is 2074 kW (or 34% of

the installed peak power), while the mean production during the highest load is 2805 kW (46%). Even

though the actual numbers are dependent on the choice of locations and the power curve, the general

fact remains that the mean load factor to be used for a capacity credit estimate of wind energy is more

than a third higher than the load factor averaged over a year.

Concluding can be said that the reanalysis method works. It could be used to set the results of the

previous chapter into a long-term context. The year 1991 used in detail in the previous chapter can be

regarded as a worst case, since the generation in the 7-week period of the highest load is one of the

lowest in all the 34 years analysed. Therefore, a capacity credit assessment based on this year will give a

worse result than with most other years. The general conclusion for a capacity credit assessment is that

the wind power generation during the high-load period is on average 1/3 higher than the yearly mean

generation.
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��� 6XPPDU\�&RQFOXVLRQV
The aim of this work was to improve the integrability of wind power into the European grid, tackling the

task from a technical side and from a conceptual side. The technical issue was to try to improve the

quality of short-term predictions of wind power, to help utilities integrate more of this variable resource

more easily. The other part was trying to change the impressions often found about wind energy: that it

is too variable a resource to be relied upon. Distributing the resource over all of Europe significantly

decreases the variability of the resource, thereby facilitating savings in investments in the power plant

mix.

The Risø model of using HIRLAM, WAsP and PARK for short-term forecasting of wind energy is

state-of-the-art. However, occasionally error sources are introduced that are not modelled by this set-up.

Model Output Statistics can be used successfully to improve the output. The improvements possible are

mainly dependent on the farm, and not on the forecast horizon. This points to the HIRLAM wind as the

main culprit for errors. The Kalman Filter / Extended Kalman Filter can be used as a recursive module,

giving improvements over model implementations with fixed parameters. In no case did the KF perform

worse than fixed parameter models. When using it, there is a significant difference in performance

depending on the quality function - usually there is a trade-off between optimising for the Root Mean

Square error and the Mean Absolute Error. The benefit of the Kalman Filter is most pronounced for

situations where the seasonal variation built into HIRLAM is not the same as the one on the site, or for

changes in HIRLAM, where a fixed filter would have to be set up again. However, since the filter has to

be rather stiff in order to not be irrecoverably taken off course, the possible improvements over fixed

parameter models are limited.

The assessment of the capacity credit of wind energy by means of a chronological scheduling model is

very sensitive to single events. The scheduling model can be used nonetheless to assess the fossil fuel

savings due to wind energy. It also can help in estimating the benefits of distributed generation or

various forecasting options. An important result is that the averaging of many wind time series from all

over the EU is beneficial for the reliability of the wind resource, since wind power is available

somewhere in Europe at all times. Using data from 60 meteorological stations all over Europe, the

resulting wind generation time series was fed into the scheduling model. Wind energy can contribute

more than 20% of the European electricity demand, taking a loss of 10% of the generated wind energy

into consideration. Under the assumptions of the scheduling model, this leads to savings of 60% of the

fossil fuel cost, worth about 7 G¼��7KH�LQVWDOOHG�ZLQG�SRZHU�FDSDFLW\�UHSODFHV�DW� WKLV�VWDJH�VRPHZKDW

more than 10% of the installed capacity. Using a 34-year time series derived from reanalysis data this

could be shown to be a worst case scenario, since the analysed year was one of the worst in terms of

average load factors during the high-load period. Generally speaking, the average load factor relevant

for a capacity credit assessment is more than a third higher than the yearly load factor of the time series.
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Here also some ideas for future work: The benefits of distributed generation could be analysed with

more data, especially load and wind data. Other countries could be analysed, especially the hydro

storage possibilities of Norway, and the transmission issues could be looked at in more detail. The hydro

storage handling of the National Grid Model is also due for an improvement. Currently, the new wind

energy capacity is built in addition to the existing power plant mix, which is thought of as stable.

However, due to the time needed to build up to the high penetration of wind energy assumed, the load as

well as the power plant mix would probably change during that period. One could try to make educated

guesses or scenarios on future developments in the energy business, and introduce a timeline with

different reference scenarios along the way.

An analysis of the ideal data window for the calculation of the mean in the New Reference Model could

yield interesting insights. Maybe it is possible to correlate the ideal window with the typical time scales

of the wind speed variations at the particular site.

In general, it has been shown that wind energy can take its role in the future energy supply of Europe. In

order to fully benefit from the distribution of wind energy generation, a common framework for market

access has to exist in the whole EU. It must be possible for wind energy from everywhere to be

consumed everywhere. This basic assumption has been made for this study. The benefits of distributed

generation in Europe are not going to be realised if wind energy sales are restricted to the golden or not

so golden cages built by the member states.
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)RUPXODH�GHVFULELQJ�WKH�:LQG�6SHHG

The wind speed distributions at any given site is usually corresponding to a Weibull distribution, given

by
















−





=

− NN

$

X

$

X

$

N
XI exp)(

1

where I�X� is the frequency of occurrence of wind speed X. The scale parameter $ is connected to the

magnitude of the wind speed, while the shape parameter k has two special cases: for N �, the Weibull

distribution degenerates to a exponential distribution, while for N � the function is called a Rayleigh

distribution. The Weibull distribution is also the basis for the European Wind Atlas methodology [12]

and the derived WAsP model [11]. Typical values for (especially Northern) Europe are 2-9 for $, and

around 2 for N. The more the wind at the given site is driven by large-scale phenomena, the more it will

generally adhere to the Weibull statistics. Typical reasons not to adhere are local thermally driven winds

during daytime, or severe orographic effects like channelling in a valley.

The wind speed profile with height is determined by the friction velocity u*. At large height a.g.l., the

wind is not changing with height. This wind is called the geostrophic wind. It can be transformed to the

surface using the geostrophic drag law, given as
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where G is the geostrophic wind, f is the Coriolis parameter, and ]� is the aerodynamic roughness

length.  is the Von Kármán constant, usually given as 0.4 [44, 50], though Bergmann [134] could show

theoretically that the value should be ��H (§������� $* and %* are constants, set to 1.8 and 4.5,

respectively.

At low heights, the logarithmic wind profile uses the friction velocity derived from the geostrophic drag

law to yield the height profile in the surface boundary layer of the atmosphere. It is given as
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where X�]� is the wind speed at height ]. Both equations are in their neutral form.

For a thorough primer on the meteorological concepts encountered, and how these apply to the problems

at hand, I recommend the PhD-thesis of Kai Mönnich [50].

6WDWLVWLFDO�)RUPXODH

In this thesis, mainly four error criteria are discussed: the Mean Error, the Mean Absolute Error, the

Root Mean Square Error and the Skill Score. Assessed are the differences between the measured

production 3PHDV and the forecasted production 3IF of a time series of length 1.

����

����

����
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The Mean Error ME is given as:
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The Mean Absolute Error MAE calculates as:
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The Mean Square Error MSE is simply:

( )∑ −=
1

IFPHDV 33
1

06(
1

21

Therefore, the Root Mean Square Error RMSE is defined as:
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As a measure for the variability of a time series, the Variance VAR comes in handy:
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From this, the Standard Deviation  is derived:

9$5=σ

To evaluate the predictions from different sources, the multiple correlation coefficient ρ given by
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is used. Since no absolute values are present in this skill score, it can be used to compare different sites

and predictions. 9$5 is the variance of the (centred) time series of the observations and 06(N is the

mean square error of the predictions N hours ahead. The interpretation of this coefficient is that it

measures how much of the total variation in the observations is explained by the predictions, i.e. 1

means that the predictions are perfect and zero means that predictions are useless.

This coefficient is actually identical with the Skill Score, usually expressed as

UHI
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MSE refers to the Mean Square Error of the reference model (the one to compete against) and the model

to evaluate.

The correlation function of two time series SW and TW is as follows:
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�S�T is the mean of the corresponding time series, σS�T is their standard deviation. N refers to the time lag

between the two series. For the autocorrelation function, set TW SW.

A value of 1 means that the time series are completely correlated, while a value of 0 means that the data

is completely uncorrelated.
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